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Chapter 1

Charm quark and charmonium

This chapter presents an overview of the history of the charm quark and the place

it occupies in QCD theory. A summary of the theoretical tools used in studying the

bound state of a charm and an anti-charm quark (cc, called charmonium) is presented.

We then describe some theoretical frameworks for the description of charmonium

transitions.

1.1 The charm quark

Before 1974 the quark model, despite having supporting evidence from deep in-

elastic scattering experiments regarding the proton structure and providing an expla-

nation for the structure of baryon and meson multiplets, was seen by many physicists

as not entirely satisfying. The main reasons were that the quark model appeared to

violate Pauli's principle, and that free quarks were not observed. The conict with

Pauli's principle is well described by the case of �++; the quark model describes this

resonance with a valence quark structure (of l = 0) u " u " u ". Unless color is

introduced, this implies a symmetric state of identical fermions; to make u" u" u"
antisymmetric it is necessary that each quark avor exist in at least 3 (color) states;

1
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more than 3 colors would imply the existence of more than one type of proton, which

is not observed. The quark-parton model suggested that the hadron constituents

were bound by an interaction whose strength depends on their energy [48]. This en-

ergy dependent coupling among hadron constituents was described in more detail by

QCD: the strong interaction would con�ne the quarks inescapably inside the hadron

at low energy (infrared slavery), while tending to negligible values at high energy

(asymptotic freedom).

The discovery of the J= was of fundamental importance for QCD, since within

this theory it was possible to explain the nature of this new meson. The J was �rst

observed in the summer of 1974 at Brookhaven, by a group led by Samuel Ting.

Shortly after, another group at SLAC led by B. Richter announced the discovery

of the same particle, calling it  , independently from the Brookhaven collaboration.

The two groups published their results simultaneously [25][24]. The most unusual

characteristics of this new particle were its large mass 3.1 GeV1 and its long lifetime,

of the order of 10�20 s, considerably longer than for other hadron resonances. The

discovery of another narrow resonance with higher mass (� 3:7 GeV) than the J= 

was announced by the SLAC group shortly after [22]. Before 1974 the experimental

evidence for fundamental fermions consisted of two doublets of leptons,

 
e

�e

! 
�

��

!

and three quark avors (u; d; s). The quark model suggested that the J= was a bound

state of a fourth quark called charm, or c, and its antiquark c [36][15]. Another argu-

ment supporting the idea of a fourth quark avor was the Glashow-Iliopoulos-Maiani

(GIM) model [56]. The GIM mechanism leads to the suppression of strangeness

changing neutral currents at the �rst order in the S matrix of the weak interactions,

1We use natural units throughout this document, so that �h = c = 1.
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such as in the unobserved decay modes KL ! l+l�, K+ ! l+l��+; the GIM model

required the c quark to be the SU(2) partner of the Cabibbo-rotated strange quark

sc = s cos �c � d sin �c in the weak isospin doublets

 
u

s sin �c + d cos �c

! 
c

s cos �c � d sin �c

!

Moreover, the existence of the c quark implied that there should be a number of

new mesons and baryons carrying charm, and indeed �+
c , the �rst baryon carrying

\naked" charm was observed in 1975 [10].

The bound state of a nonrelativistic heavy quark and antiquark of the same avor,

called quarkonium, is a particularly good testing ground for QCD. The large mass

of the c quark (mc � 1:5 GeV) sets a mass scale high enough (and correspondingly

implies a bound state size small enough) to approach the asymptotically free regime.

Bound states of the charm quark and its antiquark, called charmonium, are the �rst

bound systems of quarks to which QCD applies, even approximately, as a perturbative

theory. Charmonium provides a Coulomb-like spectrum in a system simple enough

to have deserved the denomination of \hydrogen atom of the strong interaction". For

this reason we will present a summary of the basic features of QCD, in the following

section.

1.2 QCD

Experiments on deep inelastic scattering in the late 1960s showed that quarks

might be more than just the indication of a quantum number for the avor SU(3)

symmetry. At that time hadron-hadron collisions were thought to be too compli-

cated to be useful to understand strong interactions, especially when perturbative

�eld theory tools were to be used. However, deep inelastic lepton-nucleon scattering
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experiments showed an interesting set of properties:

� there were more backward scattered particles than expected assuming a uni-

form mass distribution in the nucleon. This implies the presence of point-like

particles, or partons, within the nucleon.

� Through the study of parton structure functions it was determined that partons

have spin 1/2 and point-like magnetic moments; weak and electromagnetic cross

sections from lepton-nucleon scattering experiments also suggested that partons

have fractional charge.

� Partons are quasi-free inside the nucleon, as shown by high energy lepton probes.

This leads to the phenomenon described as Bjorken scaling [2].

The parton model [41] explained Bjorken scaling as the incoherent elastic scattering

of charged leptons from partons through exchange of a virtual photon. Identifying

the partons with the quarks, the quark-parton model resulted: the model was useful

in understanding the observations in deep inelastic scattering, but did not provide an

explanation for 55% of the nucleon mass.

QCD, which was formulated in the early '70s [48][87], provides the most compre-

hensive framework for strong interactions. It is based on two fundamental premises:

� to describe strong interactions we need to use a local gauge theory, and

� the color quantum number is representative of a SU(3) symmetry, distinct from

the global avor symmetry.

The bosons of the strong interaction are represented by 8 gluons, which are color

charged, therefore they can interact with each other; being the gauge bosons of a
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Yang-Mills �eld, the gluons are massless (mass terms would spoil the gauge invariance

if explicitly included in the Lagrangian). The QCD Lagrangian density is:

L =
NX
f=1

 f(i
�D� �mf ) f � 1

4
F j
��F

��
j (1.1)

D� = @� +
i

2
g�lA

l
� (1.2)

F j
�� = @�A

j
� � @�A

j
� � gfjklA

k
�A

l
� (1.3)

where f is the avor index, N is the number of avors, g the gauge coupling constant,

Al� is the space-time component of the lth gluon vector potential, �l are the 8 Gell-

Mann matrices and fjkl are the SU(3) structure constants. The QCD Lagrangian 1.1

has the following symmetry properties [76]:

� it is invariant under P, C and T

� it is invariant for global phase rotations  f ! ei�f f , therefore implying con-

servation laws for the quantum number associated to the avor f

� if the di�erence in quark masses can be ignored, then 1.1 is invariant under

 j = Ujk k, where jk are avor indices and Ujk is a unitary matrix; for the

(u; d; s) quarks this implies approximate avor SU(3) symmetry, and isospin

invariance for the lightest quarks (u; d)

� cosidering (u; d; s) massless, the Lagrangian 1.1 is invariant under the product

of global avor SU(3) rotations on the �elds:

qL � 1

2
(1� 5)q

qR � 1

2
(1 + 5)q
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This symmetry under SU(3)L � SU(3)R is called chiral symmetry and it is explicitly

broken by current quark mass terms such as muuu + mddd + msss. The current

(i.e. bare quark) masses appearing in the Lagrangian can be deduced from the chiral

symmetry breaking term by computing the ratios [61][42]:

md

mu
=

m2
K0 �m2

K+ +m2
�+

2m2
�0
+m2

K+ �m2
K0 �m2

�+
' 1:8 (1.4)

ms

md
=
m2
K0 +m2

K+ �m2
�+

m2
K0 �m2

K+ �m2
�+
' 20 (1.5)

Combining 1.4 and 1.5 with an estimate ofms obtained from the ��N mass di�erence

one gets [42]:

mu ' 4:2 MeV md ' 7:5 MeV ms ' 150 MeV

The quark constituent masses are signi�cantly higher than the current masses, due to

the interactions taking place inside the hadron. However, the relation between current

and constituent masses requires a solution with non perturbative methods (lattice

calculations, QCD sum rules) [47], which is presently not available. The Feynman

rules for QCD are similar to those of electroweak theory. They are constructed with

standard methods from the Lagrangian density 1.1 and they can be found in the

literature [7].

Two distinctive features of QCD are asymptotic freedom and con�nement. The

running coupling constant in QCD is [47]:

�s(q
2) =

12�

(33� 2Nf(q2))ln(�q2=�2)
(1.6)

where q is the momentum transfer, Nf the number of accessible (i.e. with m
2 < jq2j)

quark avors and � is a scale parameter determined experimentally. � also depends on

the renormalization scheme in use; it can be seen that 1.6 tends to zero for large q2; this

asymptotic behavior helps to qualitatively understand Bjorken scaling and provides
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a justi�cation for the quark-parton model. This is a fundamentally di�erent behavior

from the one we see in the QED coupling constant, and it is explained by the fact that

gluons interact with each other, and gluon loops dominate over quark loops (there

are 8 gluons and only 6 avors). At small momentum transfer (or large distance)

�s becomes very large and perturbation theory cannot be applied. Nonperturbative

models suggest also that at large distances the coupling becomes so strong that it is

not possible to separate color sources; this behavior, also suggested by 1.6, is known

as color con�nement. � de�nes the length at which the strong interaction cannot

be treated perturbatively; the renormalization scheme commonly used, referred to as

modi�ed minimal subtraction [14], de�nes � = �
(Nf )

MS
as a function of the number of

quark avors included in the calculations; for Nf = 4 an average of the experimental

determinations of � gives �
(4)
MS

= 200+150�80 MeV [17] (which corresponds to �s(q = 1:55

GeV) ' 0:37).

1.3 Charmonium

The �rst bound state of a particle and its antiparticle to be studied experimentally

and theoretically was positronium, an electron bound to a positron. Stringent QED

tests were performed with this simple system, so the idea of being able to test QCD by

using quarkonium was particularly promising. Usually a distinction is made between

light quarkonium (uu,dd, ss) and heavy quarkonium (cc, bb and tt).

Heavy quarkonium appears to be particularly interesting because it is expected [1]

that a quark and its antiquark should form a bound state if its mass is higher

than the QCD scale �. SuÆciently heavy quarks are also expected to behave non-

relativistically, in quarkonium. This implies that solving a Schr�odinger equation with

an e�ective potential could give us a fairly accurate description of heavy quarko-
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nium. In reality the only system for which a non relativistic treatment is completely

adequate is bottomonium2. However, the non relativistic treatment is justi�ed for

charmonium as well: using the virial theorem 2 < T >=< ~r � rV (~r) >3 we can show

that < v2 >� 0:15. The simplest idea is to use a Coulomb-like potential plus a linear

term (for quark con�nement):

V (r) � �4
3

�s(r)

r
; r� 1=�

V (r) � kr ; r� 1=�

where �s(r) is the QCD running coupling constant and k is a constant. Let us assume

that the linear term dominates the behavior of the potential at an (average) distance

r; then 2 < T >=< V >, and Ec =< T > + < V >= 3 < T >, where Ec is

a characteristic energy analogous to the binding energy in atoms4. From the non

relativistic expression for the kinetic energy follows j Ec j= 3mc < v2 >. Assuming

we can estimate the characteristic energy of the J= as

Ec = M(J= )�M( (3770)) = �673 MeV

we obtain < v2 >' 0:15, which appears to justify a non relativistic approach. It is

evident though that the above reasoning is already based on a non relativistic picture;

moreover, the result depends on the potential chosen. Quark potential models [77]

suggest that < v2 >� 0:3; even in this case though, such a model can describe well

2The large top mass (mt � 175 GeV) implies that the decay time is very short,
therefore t quarks cannot bind to form hadrons and they decay as free particles.
Moreover, the toponium width (�tt � 3 GeV) would be larger than the splitting
between 1S and 2S states expected from the perturbative QCD potential, merging
all top resonances and showing as a broad excitation curve in the cross section.

3< � � � > is the expectation value, < T >� mc < v2 > is the kinetic energy and
mc � 1:5 GeV the charm quark mass

4Isolated quarks are not observed; we cannot de�ne a binding energy for the cc
system.
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charmonium spectroscopy and decays. We can also observe that the scale of the

separation between radial excitations and orbital angular momentum excitations is

of the order of mcv
2, the Compton wavelength 1=mc de�nes the spatial scale for the

annihilation processes and the size of the bound state is given by 1=mcv and even for

charmonium these energy scales are well separated: m2
c � (mcv)

2 � (mcv
2)2. This

justi�es using a non relativistic approach.

1.3.1 Nonrelativistic potential models

Non relativistic quark models �rst appeared with a Hamiltonian of the form [82]:

H =
X
i

 
~p2i
2mi

+mi

!
+
X
i>k

�
�qiqk +

1

4
< �i � �j > �s

�
Sij + Vconf (1.7)

where �s and � are respectively the strong coupling constant and the �ne structure

constant; qi, mi and ~pi are electric charge, mass and momentum of the ith quark,

1

4
< �i � �j >=

8>><
>>:
�4

3
: qq

�2
3

: qq5
(1.8)

is the color factor (�i being the Gell-Mann matrices), Vconf is the con�ning potential

and the spin dependent terms are described by

Sij =
1
r
� 1

2mimj

�
~pi�~pj
r

+ ~r�(~r�~pi)~pi
r3

�
� �

2
Æ3(~r)

�
1
m2
i

+ 1
m2
j

+ 16~si�~sj
3mimj

�

� 1
2r3

�
1
m2
i
~r � ~pi � ~si � 1

m2
j
~r � ~pj � ~sj

1
mimj

�
2~r � ~pi � ~sj � 2~r � ~pj � ~si � 2~si � ~sj + 6 (~si�~r)(~sj �~r)

r2

�i
(1.9)

where ~r = ~ri�~rj and ~si is the quark spin operator. In the literature 1.9 is known as the
Fermi-Breit interaction. The term within square brackets represents spin-orbit and

tensor interactions; it does not contribute for qq states with L = 0. If L = 1; 2; : : :

5For qq in a color singlet baryon qqq.
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Æ3(~r) reduces the contribution of its term to zero. In practice only selected terms

in 1.9 are used for calculations, depending on what one wants to study; the spin-orbit

interaction terms are kept for �ne structure investigation, i.e. 3PJ level spacings.

The spin-spin terms are used for hyper�ne structure calculations, as in the spacing

3P �1P . Assuming that the long range potential has only radial dependence, the

strong interaction part in 1.7 can be written (for a meson) as:

V (r) = �4
3

�s
r
+ Vconf(r) + V� (1.10)

where V� contains the remaining terms. String models [88] and lattice gauge �eld

theory arguments [89] suggest Vconf � �r. In the string model � is called string ten-

sion and it is possible to show that � is related to the Regge slope. In general there

are other possible choices for Vconf , but the one above is the most easily justi�able.

A potential often used to describe the spin-independent features of the charmonium

spectrum is the Cornell potential, which has the form 1.10 where the con�ning poten-

tial is �r and V� = 0. Once the potential V (r) is chosen, the quarkonium spectrum

can be calculated by solving the Schr�odinger equation:

� 1

mc
r2 (~r) + V (r) (~r) = E (~r) (1.11)

1.3.2 Energy spectrum

The charmonium spectrum is usually described with the spectroscopic notation

n2S+1LJ , where n = 1; 2; 3; : : : is the principal quantum number, L = S; P;D; : : :

the orbital angular momentum, S the total spin and J the total angular momentum.

Parity and charge conjugation parity are given by:

P = (�1)L+1 ; C = (�1)L+S (1.12)
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Figure 1.1 shows the charmonium spectrum. The states with JPC = 1�� have been

studied mostly with e+e� ! � ! cc. Other levels are reached either through dipole

transitions from the 1�� states (as indicated by the green and blue arrows in �g. 1.1)

or through direct formation in pp annihilations. The  (3770) and other states that

were not studied by our experiment are not included in �g. 1.1. The levels 1D2 and

3D2 are still unobserved; they are expected to be narrow, as they are thought to lie

under the DD
�
threshold. Since 1;3D2 have J

P = 2� they cannot decay to DD, for

which P = (�1)J . Under the \open charm" threshold one expects to observe total

widths between 10 MeV, typical for 2 gluon intermediate states, to less than 100 keV

for transitions with 3 intermediate gluons (as it is the case for the J= ).

1.3.3 The Okubo-Zweig-Iizuka rule and the J= 

We mentioned in 1.1 the unusually narrow width of the J= . This occurrence can

be qualitatively explained with a phenomenological selection rule that was postulated

for the decay of vector mesons [68][90][55]. An example is given by the decays of

the �(1020). This meson has a width of 4:4 MeV; phase space strongly favors the

decay � ! 3�, but this channel is highly suppressed with respect to � ! K+K�.

To account for this observation one can assume that connected quark diagrams are

favored with respect to disconnected diagrams. Analogously to the � decay, J= decays

could proceed as shown in �g. 1.2. We expect that the favored decay would be into

two charmed mesons, as in �g. 1.2a. However the energy threshold for the decay into

D 0D0 is higher than the J= rest energy; therefore the only strong decay allowed

is through an OZI-suppressed process such as the one in �g. 1.2b. QCD can help

us qualitatively understand this suppression mechanism. In a diagram like 1.2b the

initial and the �nal states can be connected only through gluon exchange. Single
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Figure 1.1: The spectrum of charmonium.
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gluon exchange is ruled out, because of color conservation. Two gluons could lead to

a color singlet, but a JPC = 1�� state such as the J= cannot couple to two gluons,

which must be even under charge conjugation. So, in the case of the J= the simplest

case involves the exchange of three gluons. These three gluons are hard, as they carry

all the energy of the cc pair. Perturbative QCD should be approximatively valid to

describe the cc-3 gluon emission, so the emission rate for three hard gluons would

be ' (�s(q
2))3. If �s(q

2) is small enough, the contribution of the OZI-suppressed

diagrams to the J= decay is small.

1.4 Charmonium transitions

The charmonium decay mechanisms include annihilation processes, radiative tran-

sitions and hadronic transitions. In the following we will talk about decays that occur

below the open charm threshold.

1.4.1 Resonance cross section

The cross section for the formation and decay of a resonance R in the process

a+ b! R! f can be expressed by means of the well known Breit-Wigner formula,

as follows:

�R(E) =
2J + 1

(2Sa + 1)(2Sb + 1)

�

k2
BinBout�

2
R

(E � ER)2 +
�2
R

4

(1.13)

where:

� J , MR are resonance spin and mass

� �R =
P
f �f is the total width
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Figure 1.2: Strong decay modes of charmonium; in the J= decay diagram a) is
OZI allowed but kinematically forbidden, while b) is kinematically possible, but OZI
suppressed.
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� k is the momentum in the CM frame:

k2 =
M2

R � 4m2
p

4
(1.14)

� Sa;b are the spins of the incoming particles

� BinBout is the product of the formation and decay branching ratios

� ER is the resonance rest energy and E the total CM energy

1.4.2 Annihilation transitions

The state of a charged nonrelativistic lepton moving with its antiparticle can help

us build a procedure for computing annihilation rates in charmonium. Let us look at

the annihilation into two . Due to charge conjugation invariance 3S1 states do not

decay to 2 photons. We consider the bound state 1S0. For momentum eigenstates

the amplitude is:

M = �ie2v(�+; ~p+)
"
6 "�2

i

6 p�� 6 q1 �m
6 "�1+ 6 "�1

i

6 p�� 6 q2 �m
6 "�2
#
u(��; ~p�) (1.15)

where e,m, ~p� are lepton charge, mass and momenta, �� the initial state spins,

q1;2 the momenta of the two photons, "1;2 the photon polarizations. Let us choose the

transverse gauge "�1 �p� = "�2 �p� = 0 in the lepton rest frame. The squared amplitude

for a 1S0 transition can be calculated summing over ��:

X
�

jMj2 = e4

2m2

�
2 +

!1
!2

+
!2
!1
� 4(~"�1 � ~"�2)2

�
(1.16)

where !1;2 are the photon energies in the lepton rest frame. The details of the calcu-

lation can be found in the literature [46]. In the nonrelativistic limit the photons have
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energies !1;2 ! m and are emitted back-to-back, and the di�erential cross section is:

d�nr
d


=
�2

2m2v+
(1� (~"�1 � ~"�2)2) (1.17)

The sum on back-to-back photon polarization gives [46]:

X
&1;2

(1� (~"�1 � ~"�2)2) = 2 (1.18)

Integrating over the solid angle 4� the spin averaged total cross section is found

to be [46]:

�nr =
1

2

Z
d


d�nr
d


=
�2�

v+m2
(1.19)

Equation 1.19 represents the transition rate per incident ux of antileptons, so

v+�nr is the transition rate for a density of one lepton per unit volume. If the

wavefunction of the state is 	n(~x) then the density is j	n(0)j2, and the rate is:

�em2 (
1S0) = v+�nrj	n(0)j2 = 4�2�

m2
j	n(0)j2 (1.20)

The charmonium rate to 2 can be obtained from 1.20 including a color factor of

3 and using the appropriate quark charge ec = +2=3:

�em2 (
1S0) =

12e4c�
2�

m2
q

j	n(0)j2 (1.21)

Only the spin singlet S state can annihilate into 2 photons, due to C invariance.

The procedure to determine the rate for the 2 gluon emission is similar, if the

gluons are considered massless; the diagram is shown in �g. 1.3(a). The result is [78]:

�gg(
1S0) =

8�2
s�

3m2
q

j	n(0)j2 (1.22)

.

Annihilation of n3S1 states of charmonium can occur via a single photon to a

fermion-antifermion pair, as in �g. 1.3(b), or into a �nal state consisting of 3 gluons,



17

Figure 1.3: Annihilation diagrams for quarkonium.

2 gluons and a photon or 3 photons. The decay rates for each of these cases with

QCD radiative corrections are reported in table 1.1; such corrections are calculated

using the MS renormalization method [14], and they are evaluated at the mass of

the decaying particle.

A rigorous QCD prediction for heavy quarkonium production and decay is formu-

lated by the Bodwin-Braaten-Lepage formalism [3]. Within this framework the decay

rates are expressed as an expansion with respect to �s and v
2, v being the relative

velocity of quark and antiquark.

1.4.3 Radiative transitions

Such transitions can be expressed as a multipole expansion of the electromagnetic

�eld. The lowest allowed multipoles dominate the transition rate, as summarized in

table 1.2. For charmonium these transitions, shown in �g. 1.1, are either E1 or M1.

The selection rule for E1 transitions is (�S = 0,�L = �1), for M1 transitions is

(�L = 0,�S = �1).
The decay width for an E1 transition between triplet S and P charmonium states
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can be written as [60]:

�E1 = Sfi 2Jf + 1

27
k3�

mf

mi

�
4

9
jM0j2 + 8

9
jM2j2

�
(1.23)

where Sfi is a statistical factor equal to 1 for triplet-triplet transitions, 3 for singlet-
singlet transitions, J andm are total angular momentum and mass of the charmonium

state, k is the momentum of the emitted photon andMl is the radial matrix element

for l-wave photon emission. The width for a M1 transition can be expressed as:

�M1 =
16

2Si + 1
k3�

mf

mi

jMj2 (1.24)

Measurements have been performed of charmonium radiative transitions, includ-

ing �cJ ! J=  and  0 ! �cJ (E1), and  0; J= ! �c (M1).

E1 widths are generally overestimated by theory [64][65][69]. In particular, a

rigorous E1 approximation typically overestimates the widths by a factor � 2. A

comparison between theoretical estimates and experimental values is presented in ta-

ble 1.3. The experimental width of the M1 transition J= ! �c was overestimated

by a factor of � 3 by nonrelativistic calculations [49]. Other recent relativistic calcu-

lations yield a better comparison with experimental results, as reported in table 1.4.

1.4.4 Hadronic transitions

Hadronic transitions in QCD are described as two step processes; in heavy quarko-

nium there is the emission of gluons from the quarks, then the conversion of such

gluons into light hadrons. This picture can be visualized as in �g. 1.4.

Perturbative QCD is not applicable to hadronic transitions between heavy quark

states, because the emitted gluons carry little energy. It has been shown that for

quarkonium transitions it is possible to multipole expand the color gauge �eld, if
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Figure 1.4: Hadronic transition in charmonium. The process consists of gluon emis-
sion by the cc pair (lower half) and successive hadronization of the gluons (upper
half).

the heavy quark system is non relativistic [45]. Convergence of the multipole ex-

pansion is assured by the disparity between the heavy quark masses and the light

hadrons. The multipole expansion parameter is ka, where k is the typical momentum

of the emitted gluons and a is the size of the QQ system. For a 2-gluon emission

(ka)cc ' 0:7, assuming a Cornell potential; it is not clear how this estimate is related

to con�nement, and the relatively high value for ka does not immediately tell how

well the QCD multipole expansion may work for charmonium. Several predictions

for the decay rates of quarkonium using a nonrelativistic approach have been pub-

lished [58][8][63][74][53][54], but in the case of charmonium the relativistic e�ects are

non negligible.

Emission of two pions from excited cc constitutes a signi�cant fraction of its total

decay width, especially in the case of 23S1, where it is �50% [27]. The cc coupling

to the pions proceeds through at least two gluons. Several di�erent approaches have

been proposed, among which are e�ective �eld theories, where �tting of the gluonic

operator coeÆcients in the multipole expansion is performed [13], and other QCD

motivated models [66].
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Process Width 1st order QCD correction

3S1 ! e+e�
64��2

9

j	(0)j2
(2mc)2

1� 16�s
3�

3S1 ! 
4096�3(�2 � 9)

2187

j	(0)j2
(2mc)2

1� 12:6�s
�

3S1 ! ggg
160�3

s(�
2 � 9)

81

j	(0)j2
(2mc)2

1 +
4:9�s
�

3S1 ! gg
512�2

s�(�
2 � 9)

81

j	(0)j2
(2mc)2

1� 0:9�s
�

3P2 ! 
64�2

45

jR0
1P (0)j2
m4
c

a 1

3P2 ! gg
8�2

s

5

jR0
1P (0)j2
m4
c

a(1 +
8:4�s
�

)

3P1 ! qqg
8�3

sln(2mc < r >)

9�

jR0
1P (0)j2
m4
c

not known

3P0 ! 
16�2

3

jR0
1P (0)j2
m4
c

a(1 +
5:5�s
�

)

3P0 ! gg
6�2

sjR0
1P (0)j2
m4
c

a(1 +
20:4�s
�

)

Table 1.1: Lowest order width expressions and �rst order QCD corrections for cc
decays. 1Corrections not known for the P states; only ratios are indicated here [78].
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Transition PiPf CiCf Lowest allowed multipole
3S1 $ 3P0;1;2 -1 -1 E1
1S0 $ 1P1 -1 -1 E1
3S1 $ 1S0 +1 -1 M1
3PJ $ 1P1 +1 -1 M1

Table 1.2: Lowest allowed multipole transitions between charmonium states; transi-
tions between states with the same C parity are forbidden by C conservation.

Transition E1 approx. (keV ) TL [60](keV ) Experiment (keV )
�( 0 ! �2) 37.1 33 20:4� 4:0
�( 0 ! �1) 45.8 39 25:2� 4:5
�( 0 ! �0) 44.6 33 26:1� 4:5
�(�2 ! J= ) 558 343 389� 60
�(�1 ! J= ) 422 276 290� 60
�(�0 ! J= ) 196 144 165� 40

Table 1.3: E1 transitions for low lying states of charmonium. The experimental data
are given by ref. [27], and theoretical estimates by ref. [60].

Transition TL [60](keV ) Experiment (keV )
�(J= ! �c) 1.25 1:14� 0:39
�( 0 ! �c) 1.13 0:84� 0:24

Table 1.4: M1 transitions for S states of charmonium. The experimental data are
given by ref. [27], and theoretical estimates by ref. [60].



Chapter 2

 0 decays: theory and experiment

The J= and  0 have been studied mostly from e+e� annihilation. Experiments

carried out at the SLAC storage ring SPEAR provided measurements of  0 radiative

decays, branching ratios in J= X and in cascade decays J= . At Fermilab, the

E760 collaboration produced charmonium through pp annihilation, like the predeces-

sor experiment R704 at CERN. To date R704, E760 and its upgrade E835 are the

only experiments which studied charmonium from pp annihilations.

The  0 mass present estimate is 3685:96 � 0:09 MeV [27]. The �rst exper-

iment to measure m 0 was the SLAC-LBL collaboration at SPEAR, which mea-

sured m 0 = 3695� 4 MeV [22]. Successively, experiment E760 at FNAL measured

m 0 = 3686:02 � 0:09 � 0:27 MeV [33] from pp ! e+e� events. Detector OLYA at

VEPP-4 studied 413 e+e� ! hadrons events and estimated m 0 = 3685:95 � 0:10

MeV [16]. The value quoted in [27] is an average of the E760 and OLYA measure-

ments.

22
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2.1 Theory of  0 decays

2.1.1 3S1 leptonic width

The �rst entry in table 1.1 shows the charmonium 3S1 leptonic width based on

the Van Royen-Weisskopf formula [81]:

�(3S1 ! e+e�) = 16�
�2e2q
(2m)2

j  (0) j2 (2.1)

We will review briey the steps leading to 2.1. We start from the Feynman diagram in

�gure 1.3(b), where cc annihilate into a virtual photon; we write the matrix element

as:

M =
e2ec
s
v(p2)�u(p1)v(k2)

�u(k1) (2.2)

where s is the square of the center of mass energy, ec(= 2=3) is the quark charge in

units of the proton charge, p1;2 and k1;2 are the 4-momenta of the quarks and electrons

respectively, and u and v the particle-antiparticle spinors. We sum over �nal spins

and average over initial spins, and we use Casimir's trick to rewrite 2.2 in terms of

traces:

j M j2 = 1

4

e4e2c
s2

Tr[�(6 p1 +m)�(6 p2 �m)] Tr[�6 k1�6 k2] (2.3)

where we have neglected the mass of the �nal particles. Using the trace theorems

(see [73]) we �nd:

j M j2 = 8
e4e2c
s2

[(p1 � k1)(p2 � k2) + (p1 � k2)(p2 � k1) +m2(p1 � p2)] (2.4)

d�

d

=

e2c�
2

4s

k

p

"
1 +

4m2

s
+ (1� 4m2

s
) cos2 �

#
(2.5)

� =
�e2c�

2

s

k

p

"
4

3
+
2

3

4m2

s

#
(2.6)

where k =j ~k1 j=j ~k2 j, p =j ~p1 j=j ~p2 j, and � is the angle between the cc and e+e�

directions, in the center of mass. De�ne vr =j ~v1 � ~v2 j. If the cc motion is non
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relativistic k ! m, s ! 4m2 and p ! (1=2)mvr; then the cross section takes the

form:

� =
�e2c
m2

�2

vr
(2.7)

The transition probability for a density of one particle per unit volume is given by

�vr; to obtain the transition rate we need to:

� multiply by the density j  (0) j2

� multiply by 4/3 to account for the cc spins in triplet state

� substitute e2c = 4=9

� multiply by a color factor equal to 3

We �nd:

�(3S1 ! e+e�) =
64�

9

�2

(2m)2
j  (0) j2� �(0)

ee (2.8)

Including a single gluonic radiative correction at the annihilation vertex of the quarks

one obtains [11][75]:

�(3S1 ! e+e�) =
64�

9

�2

(2m)2
j  (0) j2

 
1� 16 �s(�4m2)

3�

!
(2.9)

Aside from �s in place of � and a color factor of 4/3, the correction in 2.9 is the

same obtained for positronium when studying lowest order radiative corrections to

the annihilation diagram [57].

Several calculations of the leptonic decay rates of quarkonium including radiative

corrections exist in the literature. We will mention here Buchm�uller and Tye [6],

Gupta et al. [79] and Grotch et al. [83]. Buchm�uller and Tye proposed a potential

model incorporating asymptotic freedom and linear con�nement; they used the Regge

slope �0 and the QCD scale parameter � to determine the potential, �nding a fair
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agreement with experiment, particularly for the leptonic width of the  . In the

Bethe-Salpeter formalism for relativistic bound states they derive:

�ee = �0
ee

 
1� 16�s(�4m2

c)

3�
��

!
(2.10)

Higher order radiative and relativistic corrections are incorporated into � = �rad +

�rel as an uncertainty, whose order of magnitude they estimated as follows: i) the

coeÆcient of the higher order radiative correction was assumed to be of the same order

of magnitude as the lowest order coeÆcient (i.e. �rad = (16=3�)�2
s); ii) �rel = v2=c2 is

estimated from the model, using a running coupling constant evaluated for �MS = 0:5

GeV. They obtained the theoretical leptonic width �ee( ) = 3:70� 3:05 keV.

Gupta et al. proposed a quarkonium model based on the semirelativistic Hamil-

tonian:

H = 2
q
~p2 +m2 + Vp(~r) + Vc(~r) (2.11)

with

Vc = (1� B)VS +BVV (2.12)

where Vp and Vc are the second-order perturbative and con�ning potentials, and B

is an arbitrary parameter. The expressions for Vp, VS and VV are obtained in the

quasistatic approximation and are reported in ref. [51]. The trial wave function is of

the form:

 mnl(~r) =
KX
k=0

aL;nl

�
r

R

�L
e�r=RY m

l (
~r); L = k + l (2.13)

The coeÆcients aL;nl are determined by minimizing the expectation value of the un-

perturbed Hamiltonian, while R is determined by means of the virial theorem. The

comparison with experimental results for the leptonic width is shown in table 2.1. The

theoretical estimate was obtained with formula 2.9; the result is in fair agreement with

the experimental data.



26

State �ee (Theory) �ee (Exp)
13S1 5.57 5.26
23S1 2.87 2.19

Table 2.1: Charmonium leptonic widths in keV from Gupta et al. quarkonium
model [79]

It has been recently pointed out ([83]) that the term 16�s=3� is the zero quark

momentum limit (static limit) of the contribution due to the exchange of a trans-

verse gluon between quark and antiquark, and that one has to remove from the one

gluon vertex correction all terms already accounted for in the wave function  (0) to

avoid overcounting. Moreover, the static limit is not a reasonable approximation for

charmonium, where �2 � 0:2 � 0:3. Grotch et al. calculated the charmonium decay

rate into lepton pairs including the residual single gluon radiative correction without

making any static approximations and avoiding the use of the Bethe-Salpeter formal-

ism but including relativistic e�ects [83]; the quark and the antiquark are taken to

be on mass shell, but this gives rise to a divergence \cured" by introducing a cuto�

parameter �. The results, obtained within the framework of the potential model by

Gupta et al. mentioned in the previous paragraph, are not in good agreement with

experiments and they depend on the value of �.

2.1.2  0 two pion transitions

We summarize here two of the theoretical approaches developed to describe the

coupling of two pions to heavy mesons. The �rst is a QCD motivated model where

the multipole expansion of the gluon �eld is applied, and the two pions couple to the

heavy meson as a whole; this approach was introduced by Voloshin and Zakharov [86]

and re�ned by Novikov and Shifman [66]. The second model was proposed by L�ahde
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and Riska [59], and it is based on a Q�� interaction lagrangian with derivative pion

couplings.

2.1.3  0
! J= �� description in QCD multipole expansion

A perturbative approach in QCD is not possible for this transition; the gluons

are soft, therefore the running coupling constant is large. In heavy quarkonium the

size of the QQ bound state is small compared to the size of the emitted light quark

systems, so that the multipole expansion of the gauge �eld can be used; if the quark

mass is large enough the expansion exhibits fast convergence [45]. It was shown by

Voloshin and Zakharov [86] that the conversion of gluons in the transitions between

S states is described by the matrix element:

< �� j g2Ga
��(x)G

a
��(x) j 0 >; g2 = 4��s (2.14)

where Ga
�� is the gluon �eld strength operator and g is the QCD coupling constant.

They found that for low q and neglecting the pion mass ��:

< (��)J=0 j g2Ga
��G

a
�� j 0 >= �

8�2

3b
q2
�
1

2
����

�
�

�
(g��g�� � g��g��) (2.15)

where q is the total 4-momentum of the pions, b = 11 � (2=3)nf is the coeÆcient

of the QCD � function (� = bg3=16�2) and ��� is the pion isotopic amplitude. The

description of the interaction of the heavy quarks with the soft gluon �elds is based

on a electric-dipole-type hamiltonian:

Hd = �1
2
g�a~r ~Ea(0) (2.16)

where �a = ta1 � ta2, t
a
1;2 are the color SU(3) generators for quark and antiquark

respectively, and Ea
i = Ga

0i. The calculation of the decay amplitude, using 2.15,

yields:

A�� =< �� j g2 ~Ea ~Ea j 0 > (~�0~�)A0=4 (2.17)
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where ~�0 and ~� are the spin amplitudes for initial and �nal charmonium states, and

A0 is a matrix element which depends on initial and �nal charmonium wave functions.

Using 2.15 the amplitude A�� can be written as:

A�� =
2�2

b
(q2 � ��2�)(~�

0~�)(
1

2
����

�
�)A0 (2.18)

where the term proportional to �2� can be determined from phenomenological analysis.

Novikov and Shifman recalculated 2.17 introducing an e�ective amplitude with

explicit S-wave and D-wave state dipion contributions [66]:

Aeff =
h
(S wave)2 + (D wave)2

i1=2
=

"
d�( 0 ! J= ��)

dq2

.
(phase space)

#1=2
(2.19)

They found the following expressions:

Aeff = C

vuut"q2� �(�M)2
 
1 +

2m2
�

q2

!#2
+
�2

5
[(�M)2 � q2]2

 
1 +

4m2
�

q2

!2

(2.20)

� =
3

2�
�s(�)�

G(�) (2.21)

where C is a constant, q2 = (p1 + p2)
2 is the dipion mass, �M = M 0 �MJ= and

�G(�) is the fraction of the pion momentum carried by gluons. The second term in

2.21 is associated with the D wave dipion emission; it vanishes at both ends of the q2

spectrum, for q2 ! 4m2
� and q

2 ! (�M)2, and it is suppressed by a factor of �=5 at

intermediate q2.

� is a calculable numerical coeÆcient. To evaluate � one needs to know �s(�) and

�G(�); for the  0 ! J= �� transition �s(�) was set to 0.7
1 and the glue fraction of a

pion was assumed to be the same as the glue fraction of a nucleon at Q2 � 1 GeV2

(for which �G(�) = 0:5); these numbers yield � � 0:2.

1See [85] for an argument supporting this choice.
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Figure 2.1: Feynman diagrams at tree level for the  0 ! J= �� transition. The
upper two diagrams show the single quark coupling to the pions; the pion exchange
between the heavy quarks is described by the two lower diagrams.

2.1.4  0
! J= �� width from e�ective interaction Lagrangian

L�ahde and Riska [59] used an interaction hamiltonian with the Blackenbecler-

Sugar equation to determine wave functions and spectra of charmonium. Their model

for �� decay leads to an expression for the  0 ! J= �� width from a Q�� interaction

lagrangian of the form:

LQ�� = 4�� Q(@��a)(@
��a) Q (2.22)

where  Q is the heavy quark spinor, �a is the pion �eld and �(MeV�3) is a cou-

pling constant. The tree-level diagrams relevant to the interaction modeled by 2.22

include direct coupling of the two pions to the single constituent quarks as well as

pion exchange diagrams, as shown in �g.2.1. The pion rescattering is modeled by

modifying the � coupling constant with the inclusion of a scalar meson resonance �
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Figure 2.2: Pion rescattering model with intermediate � mesons [59].

with a Breit-Wigner type propagator:

�! �

 
M2

� + �2
�=4

M2
� + q2 + �2

�=4

!
(2.23)

The width is calculated from the expression:

��� =
1

(2�)5

Z
d3kad

3kbd
3Pf

MfMi

EfEi

j Tfi j2
4!a!b

Æ(4)(Pf + ka + kb � Pi) (2.24)

where !a;b and ka;b are the energies and 4-momenta of the emitted pions, Pi;f are the

4-momenta of the heavy quarkonium, Mi;f and Ei;f are masses and energies of the

heavy mesons and Tfi is the amplitude:

Tfi = TQ + TQ + Tex + Texc = T1Q + T2Q (2.25)

TQ and TQ are the pion emission amplitudes from single quark and antiquark, and

Tex;exc indicate the pion exchange amplitudes (lower two diagrams in �g.2.1). The

modi�cation of the coupling constant 2.23 corresponds to the model depicted in �g.2.2,

where the crossed diagram is obtainable by exchanging ka and kb. The single-quark

amplitude is found to be:

T1Q = �16��
 

M2
� + �2

�=4

M2
� + q2 + �2

�=4

! �
m2
� �

1

2
((!a + !b)

2 � ~q2)
�
M1Q (2.26)
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where the matrix elementM1Q is evaluated in the relativistic case. The pion exchange

amplitude contains a triple propagator which can be simpli�ed by approximating

~k1 � �~k, ~k2 � ~k, j k01 j�j k02 j� (!a + !b)=2 and j k0 j� (!a � !b)=2; this amounts

to assuming that: i) the momenta of the � mesons are equivalent in magnitude to

the momentum of the exchanged pion, ii) the exchanged pion carries most of the

3-momentum and iii) the emitted pions carry most of the energy. The sum of the two

pion exchange amplitudes yields the expression:

T2Q = �2 � (8��)2
�
1

3

 
~q 2

4
�Q2

f

!
(Me1 � A2(Me2 �Me3)) + (2.27)

+

 
~q 2z2

4
� 2Q2

f

3
� ~q 2

12

!
Me4 +

!a!b
4

(!a � !b)
2(Me2 �Me3)

�
(2.28)

In eq.2.28 the following variables are de�ned as: ~q = ~ka + ~kb, ~Q = (~kb � ~ka)=2,

A =
q
m2
� � k20 and z = ~Q � ~q=Qq. Qf is the relative momentum of the emitted pions

(constrained by the Æ function in eq. 2.24):

Q2
f �

(Ef �Mi)
4 � (4m2

� + q2)(Ef �Mi)
2

4(Ef �Mi)2 � 4q2z2
(2.29)

Me1:::e4 indicate the matrix elements in the non-relativistic approximation (refer to

[59] for the full expressions). In order to compare the calculated width with the

experimental results it is necessary to assign a value to the free parameter �; this

parameter is strongly inuenced by the shape of the �� energy distribution, therefore

both the theoretical widths, shown in table 2.2, and the �� energy spectrum, shown

in �g. 2.3, for  0 ! J= �+�� and �0 ! ��+�� have been optimized through an

appropriate choice of �.

2.1.5 The angular distribution for  0
! e+e�

Let us derive the angular distribution for this decay using the helicity formalism.

It is useful to describe the scattering amplitude for a process pp !  0 ! e+e� in
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Decay �tot ��� (Exp) ��� (Theor:)
 0 ! J= �+�� 277� 31 keV 86� 12 keV 53:5 keV
 0 ! J= �0�0 277� 31 keV 50� 10 keV 27:8 keV

Table 2.2: Comparison between experimental and theoretical widths from the L�ahde-
Riska model [59], for  0 ! J= ��. The mass and width of the intermediate meson �
were chosen as m� = 450 MeV , �� = 550 MeV . The parameter � = �0:02 fm3 was
chosen to optimize both cc and bb data.

partial amplitudes in the basis j ~p; h >. In the CM reference frame we can substitute

the momentum with the direction vectors ~n = ~p=p for e+e� and pp. We can write

the S matrix element as:

< ~n0; h0 j S j ~n; h > =

P
J;M

2J+1
4�

DJ
H0M(�

0; �0;��0)D�J
HM(�; �;��) < h0 j S j h > (2.30)

where:

~n0(�0; �0;��0) = p direction

~n(�; �;��) = e+e�direction

h = (he+; he�) helicity of e�

h0 = (hp; hp) helicity of p(p)

H = he+ � he�

H 0 = hp � hp

Equation 2.30 contains the sum over all possible angular momenta; we can keep

only J=1, since J 0 = 1. We can also separate the contributions from the  0 decay

and formation in < h0 j S j h >:

< h0 j S j h >=< h0 j Se+e� j JM >< JM j Spp j h > � AH � CH0 (2.31)
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Figure 2.3: Comparison between experimental and theoretical �� energy distributions
in the L�ahde-Riska model [59], for  0 ! J= �� and m� = 450MeV , �� = 550MeV ,
� = �0:02 fm3. The dimensionless variable x is de�ned as m���2m�

Mi�Mf�2m�
.

We can rewrite eq. 2.30 as:

M =< ~n0; h0 j S j ~n; h > / D1
H0;H(�; �; 0) AH CH0 (2.32)

where we chose ~n0 parallel to the p direction, so that D1
H0;M

(�; �;��) = ÆH0;M .

Element 2.32 must be squared, averaged over the possible helicity combinations of

pp and summed over the possible helicity combinations of e+e�. For pp the possible

helicity values are (-1,0,1), with two possible ways to get 0. For e+e� we only have

H = �1 when we neglect the mass of the ultrarelativistic electron and positron.

So, the total number of helicity amplitudes in this process is 5: A1; A�1; C1; C0; C�1.

These amplitudes are not all independent; parity conservation requires:

AH = � 0�e+e�(�1)S 0�(Se++Se�)A�H = (�1)(�1)(�1)0A�H = A�H (2.33)

CH0 = �pp� 0(�1)(Sp+Sp)�S 0C�H0 = (�1)(�1)(�1)0C�H0 = C�H0 (2.34)
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Let us remember how the rotation matrix DJ
M;M 0 is related to the d functions:

D�J
M;M 0(�; �; �) = e�iM�dJM;M 0(�)e�iM

0� (2.35)

and the useful identity dJM 0;M = (�1)M�M 0

dJM;M 0 = dJ�M;�M 0. Now we square the

matrix element, sum over the the e+e� helicities and average over the pp helicities:

j M j2 / X
H

X
H0

A2
HC

2
H0[d1H;H0(�)]2 (2.36)

j M j2 / 2A2
1C

2
1 [d

1
1;1(�)]

2 + 2A2
1C

2
1 [d

1
1;�1(�)]

2 + 4A2
1C

2
0 [d

1
1;0(�)]

2 (2.37)

j M j2 / 2C2
0 + C2

1 + (C2
1 � 2C2

0 )[cos (�)]
2 (2.38)

where we have used:

d11;1 =
1 + cos �

2
; d11;0 =

� sin �p
2

; d11;�1 =
1� cos �

2
(2.39)

Finally, we write the angular distribution in the form:

d�

d

= 1 +

C2
1 � 2C2

0

2C2
0 + C2

1

cos2 � = 1 + � cos2 � (2.40)

Observe that j � j� 1, for pp !  0 ! e+e�. This parameter depends on the  0

formation amplitudes; if we had produced the  0 through e+e� annihilation we could

not include the contribution of helicity zero, therefore � would be always equal to 1.

The process of pp annihilation into a  0 and decay into a e+e� pair can be viewed

as the strong interaction analogous to the electromagnetic pp! e+e�, with the anni-

hilation proceeding through the charmonium 1�� state  0 instead of an intermediate

photon.

The coupling at the electron-positron vertex is pointlike, and the vertex factor is

ie�; at the pp vertex it can be written as:

�ie�� = �ie�F1(q
2)� e

���q�
2mp

F2(q
2) (2.41)
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where F1;2 are Pauli's form factors, mp is the proton mass and ��� = i[�; �]=2. In

the electromagnetic case F1;2 are related to the electric and magnetic proton form

factors, or Sachs form factors, by:

GE = F1 +
s

4m2
p

F2 ; GM = F1 + F2 (2.42)

where we set q2 = s; in pp! e+e� q2 is timelike and equal to the square of the total

center of mass energy. With a calculation entirely analogous to the electromagnetic

case it is possible to �nd the square amplitude, averaged over the initial helicity states

and summed over the �nal helicities:

j M j2 / 1 +
E2
cm � 4 j GE

GM
j2 m2

p

E2
cm + 4 j GE

GM
j2 m2

p

cos2 � (2.43)

therefore the angular distribution parameter � is related to GE;M by:

� =
E2
cm � 4 j GE

GM
j2 m2

p

E2
cm + 4 j GE

GM
j2 m2

p

(2.44)

A pointlike proton would imply F2 = 0, and GE = GM ; in this case from 2.44 we

get � = 0:59, for the  0.

In the pp annihilation through a charmonium 3S1 resonance GE;M are speci�c to

the decaying charmonium state, and they are not related to the charge and magnetic

moment distributions inside the proton. Asymptotic freedom and quark con�nement

both contribute to the process and make its understanding more complex. Hadron

form factors have not as yet been predicted in QCD, although several theoretical

models have been put forward to explain proton structure, with various degrees of

success.

Brodsky and Lepage [4] use a perturbative expansion in terms of �s(q
2). The

baryon structure is pictured as three valence quarks, each carrying a fraction xi of

the baryon's momentum, and all moving roughly in parallel with the hadron. Using

helicity selection rules within this model they �nd � = 1 [5].
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Claudson, Glashow and Wise [43] study the isospin violating electromagnetic con-

tributions to J= ! baryon + antibaryon; they write the form factors F1;2 according

to the model [4], and �nd that F2 is negligible compared to F1. Their prediction for

the  0 is � = 0:59.

Carimalo's model involves assigning to each constituent quark a mass equal to

mp=3 in a nonrelativistic bound-state model. Carimalo's estimate of the angular

distribution parameter has the following expression, for the  0 [9]:

� =
(1 + r)2 � r(1 + 6r)2

(1 + r)2 + r(1 + 6r)2
; r =

m2
p

M2
 0

(2.45)

This expression leads to � = 0:802.

2.2 Experimental results for  0 decays

Contributions to the  0 width come primarily from  0 ! J= X transitions, di-

rect decays to hadrons, radiative decays to intermediate �c states and second-order

electromagnetic decays. Table 2.3 presents a summary of the world measurements of

these partial widths; from the PDG2002 the present estimate for the total width is

� 0 = 300� 25 keV [27]. It is the result of an overall �t to 79 measured values to de-

termine 23 parameters among �c and  
0 widths, branching ratios and combinations of

branching ratios. The following sections will provide an overview of the experimental

results concerning the channels studied in this thesis.

2.2.1  0
! J= ��

The transition  0 ! J= �� is the largest contribution to � 0 . It accounts for

48:7% of the total width. The measurement of B( 0 ! J= �+��) was �rst performed

at SPEAR by Abrams et al. from the �+�� missing mass spectrum; they obtained
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Decay mode �i=� (%)
hadrons 98:10� 0:30
virtual  2:9� 0:4
e+e� 0:73� 0:04
�+�� 0:70� 0:09
�+�� 2:7� 0:7

J= �+�� 30:5� 1:6
J= �0�0 18:2� 1:2
J= � 3:13� 0:21
J= �0 0:096� 0:021

3(�+��)�0 0:35� 0:16
2(�+��)�0 0:30� 0:08

�0 8:7� 0:8
�1 8:4� 0:7
�2 6:8� 0:6
�c 0:28� 0:06

Table 2.3: Branching ratios for the most important  0 decay modes [27].

B( 0 ! J= �+��) = 0:32� 0:04. From the distribution of the �+�� e�ective mass

the same collaboration measured B( 0 ! J= X) = 0:57� 0:08 [23].

Studying the collinearity of the e+e� or �+�� emission from  0 decays Hilger et

al. [20] measured �( 0 ! �+��)=�( 0 ! J= X) = 0:014 � 0:003. The number of

decays  0 ! �+�� was estimated by subtracting the number of QED expected events

from the number of elastic e+e� events, as shown in �g. 2.4. The muon pair event rate

around the 3684 MeV region in �g. 2.4(a) shows the enhancement associated with the

 0. Fig. 2.4(b) shows the collinearity distribution for muon pairs detected at center-

of-mass energies within 0.5 MeV from the resonance energy. From direct observation

of  rays and charged particles they also found �( 0 ! �+��)=�( 0 ! �0�0) =

0:64� 0:15. More recently, experiment E760 at Fermilab measured B( 0 ! J= ��)

from pp annihilation and found B( 0 ! J= �0�0) = 0:184� 0:019� 0:013, B( 0 !
J= �+��) = 0:283 � 0:021 � 0:020. E760 selected high invariant mass e+e� events
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Figure 2.4: From Hilger et al. [20]: (a) Observed �+�� rate from 603 events in the  0

energy region, and QED expected rate (b) Muon collinearity distribution from 444
events within 0.5 MeV from the  0 energy.
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Figure 2.5: From BES II: mass recoiling against �+��; the peak is from the J= in
 0 ! J= �+�� ! anything �+��.

with a combination of topological cuts and kinematical �ts to identify J= �+�� and

J= �0�0 [35]. E835 measured B( 0 ! J= �0�0) = 0:187� 0:009� 0:013 [29] during

its 1996-97 run. E760 and E835 measured the  0 branching ratios, normalizing the

number of events in each channel to the number of events in  0 ! J= X; this is also

the approach followed in this thesis, and it will be described in detail in chapter 4. In

2002, the BES collaboration published B( 0 ! J= �+��) = 0:323� 0:014 [26], from

a study of e+e� collisions. The 19425 J= �+�� events were selected by determining

the mass, mrec, recoiling against a pair of low energy pions; the mrec distribution is

�tted to a signal shape plus background to obtain the number of  0 ! J= �+�� at

each energy point. Fig. 2.5 shows the BES recoil mass distribution.

2.2.2  0
! J= �

The �rst observation of this channel was made by MARK I at SPEAR, in the

decay sequence  0 ! J= � ! �+���+��(�0; ). The measurement was carried out
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by detecting the two muons and one or two charged pions. The candidates were

then selected by plotting the square of the mass recoiling against the muon pair and

cutting to isolate the  0 ! J= �+�� decays. From 48 candidates, it was found that

B( 0 ! J= �) = 0:043� 0:008 [39].

In 1978, a high statistics experiment at the DORIS storage rings at DESY mea-

sured branching ratios of several cascade electromagnetic decays  0 ! J= . The

624500  0 observed in this experiment were identi�ed by the �+�� decays of the J= 

and by the two photons. The mass distribution for the two photon system was �tted

with an experimental resolution function for the � signal, and with contributions from

 0 ! �c and  0 ! J= �0�0. The 164 events attributed to J= � gave a branching

ratio of B( 0 ! J= �) = (3:6� 0:5)% [38].

A year later, the DASP collaboration measured B( 0 ! J= �) = (3:5�0:7)% [31].

The Crystal Ball collaboration collected an even higher statistics sample of  0 at

SPEAR in 1980; from an integrated luminosity of 1518 nb�1 they examined 776000

 0. The selection of  0 ! J=  ! e+e�(�+��) events was based on detection

of all particles in the �nal state, and it yielded 2048 events. Fig. 2.6(b) shows the

J= � events before background subtraction; after correcting for detection eÆciency

and acceptance, they obtained B( 0 ! J= �) = (2:18� 0:14� 0:35)% [30].

The E760 result, based on 23 events, was B( 0 ! J= �) = (3:2�1:0�0:2)% [35];

in 1996-97 E835 measured B( 0 ! J= �) = (4:1� 0:3� 0:5)% [29], from 193 events.

2.2.3  0
! e+e�

The only previous measurement of the angular distribution parameter � in pp!
 0 ! e+e� decays has been performed by E760 [33], which found �( 0) = 0:69�0:02.

The �rst measurement of the leptonic decay width was performed at SPEAR in
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Figure 2.6: Dalitz plot for events  0 ! J=  from Crystal Ball [30]. It shows m2


versus the mass recoiling from the lower energy photon. The solid curves indicate the
kinematical limits imposed by the cuts. (a) shows data satisfying selection criteria
not including kinematical �t, whereas in (b) the events are �tted kinematically to
J= .
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Figure 2.7: Cross sections for (a) e+e� ! hadrons, (b) e+e� ! �+��, (c) e+e� !
e+e�; (d) is the front-back asymmetry in e+e� ! �+��. The solid curves are the �ts
to the data [37].

1975 [37]. The three observed processes were e+e� ! hadrons, e+e� ! e+e�; �+��.

The measured cross sections, shown in �g. 2.7, were �tted simultaneously with a

Breit-Wigner amplitude plus a nonresonant direct-channel amplitude, folded over

the energy distribution of the colliding beams. The �t varies the mass m, the partial

widths �had and �e(= ��), the energy spread of the machine, the nonresonant hadronic

cross section and a luminosity normalization constant. The result is �e = 2:1�0:3 keV
and �tot = 228 � 56 keV, with a corresponding branching ratio of B( 0 ! e+e�) =

(0:93� 0:16)%.

The DASP collaboration followed a similar approach in �tting the cross sections
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and taking m, �had, �e = �� as free parameters. Their results were �e = 2:0 � 0:3

keV and �tot = 202� 57 keV [31].



Chapter 3

The E835 experiment

In our experiment charmonium is formed by collision of an antiproton beam

against a proton target in the form of a molecular hydrogen jet; the Fermilab an-

tiproton accumulator provides the beam, and the E835 apparatus is situated along

this beam line.

The E835 detector is a non magnetic spectrometer designed to detect with high

eÆciency the decays of charmonium states into electron-positron pairs and photons; it

is an upgrade of the apparatus used for the predecessor experiment E760 at Fermilab.

The detector is composed of four sets of hodoscopes for charged track identi�ca-

tion and triggering, two straw chambers for azimuthal angle measurement, two scin-

tillating �ber detectors for polar angle measurement, a �Cerenkov counter for electron

identi�cation, two electromagnetic calorimeters for triggering and energy/position

measurements and a luminosity monitor; the trigger system performs the �rst event

selection and the data acquisition system writes the preselected events to disk and

tape.

44
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3.1 The beam line.

The Fermilab beam acceleration system is shown in �g. 3.1. Until LHC comes

online, its proton-antiproton collider is the highest energy particle collider in the

world: it reaches an energy of 1 TeV and an instantaneous luminosity of 0:86� 1032

cm�2s�1.

The proton beam is provided to the Tevatron through a 400 MeV Linac (with an

H� ion source and Cockroft-Walton accelerator) and an 8 Gev ring (the Booster).

The antiproton beam is provided by the Antiproton Source, which is comprised

of a target station, two rings called Debuncher and Accumulator and the transport

lines between these rings and the Main Injector.

In order to produce a p beam suitable for pp collisions the following steps are

performed:

� A batch of protons is accelerated to 120 GeV in the Main Injector ring (MI).

� The protons are focused and directed onto a Ni-Cu target.

� The negatively charged particles are collected by means of a lithium lens and

focused by means of a bending magnet while most of the other particles are

directed to a beam dump.

� The surviving particles are injected into the Debuncher ring where the mo-

mentum spread of the 8.9 GeV beam is reduced through bunch rotation and

adiabatic debunching. Most muons and pions in the beam decay while they are

in this ring. The Debuncher reduces the momentum spread �p=p from ' 3%

to less than 0:02%.

� Before the next pulse arrives from the target the particles are transferred to
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Figure 3.1: The Fermi National Accelerator beam line system.
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the Accumulator ring. The accumulation rate is of the order of 1010 p/hour.

After several hours, enough p have been stored and are ready to be used in the

Tevatron, or decelerated to the desired energy for E835 data collection.

E835 needs the momentum of the stored antiprotons to be reduced to values

between 3.6 and 6.9 GeV; this range corresponds to CM energies in the range 2:95�
3:85 GeV, since:

pp = Ecm

s
E2
cm

4m2
� 1 (3.1)

3.1.1 p energy measurement

The precision of the p energy measurement determines the precision of the char-

monium resonance mass measurement; the determination of the width of the p energy

distribution a�ects the precision of the width measurement of narrow charmonium

states. Knowledge of the beam parameters is therefore essential to this experiment.

The technique used to measure the beam energy distribution is as follows: we

run at the  0 peak energy and determine the beam momentum pb; then, from the

knowledge of the beam revolution frequency inside the accumulator (Æ�=� � �1:5�
10�7) we can measure the reference orbit length L0( 

0). As a reference orbit we use

the one corresponding to the  0 resonance, for which we know the energy with a

small uncertainty (�90 keV), from e+e� experiments. The energy of the p beam in

the laboratory frame is:

Ep = mp (3.2)

where :
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 =
1q

1� (�L=c)2
(3.3)

� being the revolution frequency and L the orbit length.

The orbit length at di�erent energies is related to the reference orbit by:

L = L0 +�L (3.4)

where:

�L ' 1

�0

NdX
i=1

�xi�si: (3.5)

in which �xi is the di�erence between the displacement of the new orbit and the

reference orbit inside the ith dipole, �0 the average curvature radius, �s the length

of the bending dipole and Nd is the number of dipoles. It is possible to measure

the displacements �xi with a system of Beam Position Monitors (BPMs) positioned

along the ring. It is not possible to perform an absolute calibration of the BPMs; this

is the reason why it is necessary to have a reference orbit to which we can associate

a speci�c beam displacement con�guration.

The error in the measurement of the beam frequency is very small, therefore the

error in the determination of the resonance mass ÆM0 depends almost exclusively on

the error on the reference orbit length ÆL0:

ÆL0=L0 ' M0

30�
2
0m2

p

ÆM0 (3.6)

An uncertainty ÆM0 ' �0:09 MeV leads to an uncertainty in the reference orbit

length of ÆL0 ' �0:8 mm, at the  0 energy. For the  0 L0 = 474050 mm.
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Figure 3.2: Schematic view of how the nozzle works.

3.2 The H2 jet target

In order to achieve p-p interaction the p beam circulating in the Accumulator is

directed against a H2 gas jet perpendicular to the p beam.

The structure and the density of the H2 jet is chosen to maximize instantaneous

luminosity and beam lifetime. For this purpose, a variable density jet target (JT)

apparatus was developed. A detailed description of the target apparatus is given

in [19].

The jet is made of gaseous H2 pumped through a thin (37 �m) nozzle into the

Accumulator ring. The vacuum in the ring is preserved by means of a system of

pumps and skimmers. Fig. 3.2 presents a schematic drawing of the nozzle and �g. 3.3

shows the H2 jet line and the recovery system. The H2 gas ows through the

nozzle at a temperature of about 20 � 45 K, and a pressure of 10 � 115 psi. Low

T and P in the nozzle induce the formation of H2 clusters in the axial region of

the jet, with a density � 1014 atoms=cm3. The actual target is formed selecting a

1:5Æ cone around the jet core, with a system of skimmers downstream of the nozzle.

A recovery system prevents contamination of the beam pipe vacuum by pumping

out of the jet target area the hydrogen which did not interact with the antiproton

beam. The instantaneous luminosity depends on the density of the H2 jet and on
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Figure 3.3: Vacuum chambers and pumping system of the jet target.
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the antiproton current circulating in the accumulator. The number of antiprotons in

the beam decreases over the course of a data taking period; the jet target system can

vary the density of the jet so that the instantaneous luminosity is maximized over a

run. The achievable range of H2 density as a function of T and P is shown in �g. 3.4.

3.3 The inner tracking detectors

The charged particle tracking provides a measurement of the �; � angles, and a fast

topological pattern recognition employed by the charged trigger. The components of

this system are shown in �g. 3.5; they are:

� the scintillator counters H1, H2' and H2

� the inner (SCI) and outer (SCO) straw chambers

� the inner (SFI) and outer (SFO) scintillating �ber trackers

3.3.1 The hodoscopes H1, H2', H2 and the veto counter

The hodoscope H1 is made up of 8 NE110 scintillator strips placed around the

beam pipe. Each element covers 45Æ in �1 and is 10 cm long, which allows for a 9Æ�65Æ

coverage in �2. The scintillator thickness is 2mm. The photons from each element are

collected by a light guide and sent to a photomultiplier. A single minimum ionizing

particle yields between 10 and 20 photoelectrons.

1The � angle is measured in reference to the x axis de�ned by the hydrogen jet
direction, as shown in �g. 3.5

2The � angle is de�ned with respect to the direction of the antiproton beam. In
�g. 3.5 this direction is perpendicular to and entering the page.
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Figure 3.4: Cluster density as a funcion of P (psia) and T (K)
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The hodoscope H2' consists of 24 elements of scintillator material, 40.8cm long

and 3mm thick, each covering 15Æ in � and 9Æ � 65Æ in �.

H2 has 32 scintillator elements, 60cm in length and 4mm thick. Each covers 11:25Æ

in � and 15Æ�65Æ in �. The light yield is about 50�100 photoelectrons per minimum
ionizing particle. H2 and H2' provide a measurement of dE=dx, used to distinguish

between a single charged track and two close-by tracks.

The hodoscopes are used in the charged trigger. A coincidence between an H1

element and one of the four corresponding H2 elements de�nes a \charged particle"

for the trigger system. A coincidence between an H1 element and H2' provides a veto

signal for the neutral trigger.

An additional hodoscope counter forms the endcap of the inner detector system;

it is a set of 8 scintillator elements placed perpendicularly to the beam pipe, covering

the whole azimuthal angle. It is used as a charged veto in the region where � is less

than 12Æ.

3.3.2 The straw chambers

This subdetector provides a measurement of the azimuthal angle �. There is an

inner chamber and an outer chamber (SCI and SCO respectively in �g.3.5); each

chamber is composed of two layers of 64 staggered tube-like proportional drift cham-

bers. The gas used to operate the chambers is a 82 : 15 : 3 mix of Ar : C4H10 :

(OCH3)2CH2, at 1320(1530) V for the inner(outer) chamber. The acceptance region

in polar angle is 15Æ < � < 58Æ for SCI and 15Æ < � < 65Æ for SCO.

The detection eÆciency with both layers was measured at 97%, while on a single

layer was 90%. The resolution in the measurement of � was estimated to be �9mrad.
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Figure 3.5: Frontal view of the inner tracking subdetectors.
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3.3.3 The scintillating �ber tracker

This detector is used to measure the polar angle �. It is also present in the trigger

decision for the �c ! �� channel.

The SF tracker comprises an inner (SFI) and an outer (SFO) detector. Each

detector is made of two layers of scintillating �bers Kuraray 3HF; these �bers are

made of polistyrene with pTp as active material. The �bers rest on two cylindrical

plexiglass supports. The light emitted by each �ber when hit by a charged particle

is transported to the photodetectors by means of non-scintillating �bers (same type

as the scintillating ones, but not treated with pTp). Some geometrical parameters of

the detector are reported in table 3.1.

Subdetector Radius (cm) # �bers � coverage

SFI 8.5�9.2 240 15Æ � 55Æ

SFO 14.4�15.1 430 15Æ � 65Æ

Table 3.1: Geometrical characteristics of the scintillating �ber tracker.

The general layout of the detector and the path of the collected light to the

photodetector is shown in �g. 3.6. The devices used to convert the �ber light output

into an electric charge signal are called Visible Light Photon Counters, or V LPCs.

A V LPC is a semiconductor photodetector with gain � 15000 and high quantum

eÆciency (70% at � = 550nm); they operate at a temperature of about 6:5 K, and

therefore are contained in a liquidHe cryostat. Each signal from a V LPC is ampli�ed,

split and sent to an ADC and, after discrimination, to a TDC. Signals from �ber

bundles are used in the trigger decision for the �� channel.

The eÆciency as a function of the polar angle is very high, close to 100% between

15Æ and 45Æ, and decreases at larger angles but staying above 80%. The intrinsic
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resolution of the detector depends on the polar angle and is in the range 1� 4 mrad.

A detailed description of this detector can be found in [28].

3.4 The �Cerenkov counter

The �Cerenkov counter is a threshold gas counter used to distinguish between e�

and other charged particles, mostly hadrons such as ��. It covers 360Æ in � and

between 15Æ and 65Æ in �. A side view of the �Cerenkov counter appears in �g. 3.7.

In order to optimize the thresholds for e=� separation and e� detection there are

two separate � regions where gases with di�erent refractive index are used. CO2

(n = 1:000410) is used in the forward region, between 15Æ and 38Æ and Freon 133

(n = 1:000720) is used in the backward region, for 34Æ < � < 65Æ. The � thresholds

are 4.873 GeV in the forward region and 3.677 GeV in the backward region. The

azimuthal angle coverage is divided in 8 sectors; the �Cerenkov light generated in

each sector and section by the charged particles is directed to a photomultiplier by

means of converging mirrors. The signal from the photomultiplier is ampli�ed by a

factor � 10 and split in two; half is sent to an ADC and the other half is sent to

the trigger logic. The detection eÆciency for a single electron was estimated to be

� = 98:1� 0:5%. For an accurate description of the detector refer to [32].

3.5 The central calorimeter

The energy of the electromagnetic showers from e� and  are detected by the

central calorimeter (CCAL). This detector is composed of 1280 lead-glass �Cerenkov

3Freon 13 was used in the year 2000 run of E835 and during the last month of the
1996-97 run; Freon 12 was used for the rest of the '96-'97 data taking.
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Figure 3.6: General view of the scintillating �ber detector, with path from the scin-
tillating �bers to the VLPCs.
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Figure 3.7: Side view of a �Cerenkov counter octant, with the CO2 and Freon sectors
in evidence. Dimensions are expressed in mm.

counters read out by means of photomultipliers. An outline of the structure is pre-

sented in �g. 3.8. The coverage in � is 360Æ and in � is 10:6Æ � 70Æ; this represents

about 70% acceptance for charmonium decays.

The granularity of the detector is evident from �g. 3.8; there are 64 wedges in

� and 20 rings in �. This choice was made based on the opening angle of the two

photons in a symmetrical �0 decay, so that two distinct clusters would be produced

in CCAL at the highest production energy. Each block is made of Schott Type F2

lead glass, with 42.2% lead, a density of 3.61 g=cm3, radiation length 3.141 cm and

refractive index 1.651.

The geometrical dimensions and positions of the CCAL blocks are reported in

table 3.2. Each counter points towards the interaction region, so that it is possible

to use CCAL for a fast topological event analysis. The length of each block was

chosen to contain 90�95% of the e:m: shower while minimizing losses due to light

transmission.

The photomultipliers used in CCAL are built by Hamamatsu, and they are of
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di�erent diameters depending on the lead-glass block size. Rings 1� 14 are equipped

with 300 R3036-02, rings 15� 16 with 2:500 R3345-02, rings 17� 18 with 200 R2154-04

and rings 19� 20 with 1:500 R580-13.

The signal from each PMT is delayed by 300 ns cables to the readout electronics

of the CCAL to allow the trigger enough time for event processing. The transmission

through coaxial cable degrades the signal introducing a 600 ns tail; such tail may

interfere with an event happening close enough in time, generating a so called pile-

up event, where two consecutive events are partially superimposed. A signal shaper

circuit board is used to narrow the pulses and substantially reduce the tails so that

a short (about 100 ns) ADC gate can be used. After shaping, the signal is split and

a part of it is sent to an ADC; the rest goes to a discriminator and then to a TDC.

Further details on the shaper boards can be found in [72].

Gain shifts in CCAL blocks are monitored by means of a system based on a

Nitrogen laser and optic �bers. The light from the laser, with a peak wavelength of

337 nm, is directed on a scintillator to produce visible light. By means of a lucite bar

the laser light is distributed equally to 64 optic �bers, which are then used to carry

the light to each CCAL wedge; another lucite bar splits the light signal, which is

brought to each of the 20 blocks in the wedge with optic �bers. Photodiodes measure

the light output from the laser, so that a comparison with the CCAL block response

can be made. The laser system is also used to calibrate the energy measurement of

each counter; the method used will be described in a following chapter.

The energy resolution of the CCAL was measured by E760, the predecessor ex-

periment of E835, and was found to be [34]:

�(E)

E
=

6:0%q
E(GeV)

+ 1:4% (3.7)
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The position resolution of the electromagnetic shower centroid was also measured

in [34], giving an average rms error of 9 mm. Taking into account the uncertainty

in the position of the interaction vertex, the angular resolutions were measured and

found to be 6 mrad for � and 11 mrad for �.

Block Length (LR) � (deg) �� (deg) � (cm) APMT

1 12.03 67.387 5.226 72.44 0.473
2 12.30 62.259 5.031 75.87 0.475
3 12.70 57.342 4.803 80.07 0.476
4 13.21 52.664 4.552 85.08 0.478
5 13.86 48.246 4.284 90.96 0.479
6 14.65 44.101 4.007 97.79 0.481
7 15.59 40.234 3.728 105.62 0.482
8 15.92 36.644 3.451 114.54 0.497
9 15.92 33.327 3.183 124.66 0.520
10 15.92 30.273 2.925 136.07 0.544
11 15.92 27.472 2.679 148.89 0.568
12 15.92 24.908 2.449 163.26 0.593
13 15.92 22.567 2.233 179.34 0.617
14 15.92 20.434 2.033 197.28 0.641
15 15.92 18.493 1.848 197.29 0.546
16 15.92 16.730 1.678 197.29 0.664
17 15.92 15.130 1.522 197.30 0.527
18 15.92 13.679 1.380 197.30 0.644
19 15.92 12.364 1.250 197.30 0.443
20 15.92 11.174 1.131 197.30 0.543

Table 3.2: Positions and dimensions of lead-glass blocks in a single axial segment
(wedge); for each block we report the length in units of radiation length, the polar
angle � of the block center, the coverage ��, the distance � from the target to the
front face of the block, and the ratio of the areas of the photomultiplier face and the
back face of the block APMT .
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Figure 3.8: Layout of the lead glass blocks in the CCAL structure.
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Figure 3.9: Front view of the forward calorimeter. The areas outside the circle overlap
with the central calorimeter.

3.6 The forward calorimeter

The forward calorimeter (FCAL) covers the angular region 2Æ < � < 10Æ and is

used almost exclusively as a veto. It is an array of 144 lead-glass Schott F2 �Cerenkov

counters, shown in �g. 3.9. The array structure is dictated by the sizes of the lead-

glass blocks; there are three block sizes, corresponding to 13, 14 and 21 radiation

lengths. Like for CCAL, a photomultiplier is directly coupled to the lead-glass block

with optical glue. The readout electronics consists of a setup identical to that used

for CCAL. The energy resolution is:

�(E)

E
=

6:0%q
E(GeV)

+ 4% (3.8)
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3.7 The luminosity monitor

The instantaneous and integrated luminosity are measured with the elastic pp!
pp process. The cross section � for the pp elastic scattering is well known [40], and is

the sum of Coulomb, nuclear and interference contributions. The number of scattered

protons N is related to the instantaneous luminosity through

N = Linsd�
dt

dt

d

d
 (3.9)

where t is the squared momentum transfer and d
 is the solid angle covered by the

detector. By measuring N we can evaluate Lins. The luminosity monitor consists of
three solid state detectors placed under the beam line, at a polar angle � � 86:5Æ. The

central detector lies right below the beam while the other two are placed symmetrically

on either side, as shown in �g. 3.10. The side detectors are used to monitor horizontal

beam displacements. The measured di�erential cross section is shown in �g. 3.11. The

dominant source of error in measuring Lins is in the di�erential cross section and is

estimated to be less than 2.5% [72].

3.8 The trigger system

The task of the trigger system is to perform a rapid analysis of an event and make

a decision as to whether the event is to be kept for further analysis or is to be rejected.

The trigger consists of two levels: the 1st level trigger is a hardware trigger, it has

a decision time of about 100 ns and it uses information from the hodoscopes, the

scintillating �ber detector, the �Cerenkov counter and the central calorimeter; the 2nd

level trigger is a software selection which runs on the data acquisition microprocessors.

The 1st level trigger makes separate decisions for events with charged or all neutral
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p  beam

Interaction vertex

Solid state detectors

Figure 3.10: Schematic view of the luminosity monitor; the angle �r indicates the
polar recoil angle of the proton.
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Figure 3.11: Measured di�erential cross section for six di�erent beam momenta, with
lines �tting the data [40].
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�nal states; these decisions are passed to the 2nd level trigger, along with a random

trigger used to evaluate the e�ect of accidental events during o�ine analysis.

3.8.1 The charged trigger

The detectors used to form the charged trigger decision are: H1, H2', H2, forward

veto, scintillating �ber detector and �Cerenkov counter. The signals from the detectors

are sent to discriminators, then to a single logic stage and to a �nal trigger stage.

The single logic stage produces trigger decisions of the following types:

� multiplicity: the number of particles in the �nal state is counted through the

number of H2 and scintillating �ber detector hits

� coplanarity: this is the coincidence of an H2 element and one of the three

opposite elements in �

� track reconstruction: the output of this logic is based on a topological analysis

of the event, and establishes number (1 or 2) and type (electrons or hadrons)

of particles

� �� logic: this trigger was developed to detect events from pp ! cc ! �� !
4K�. It detects a coincidence between an H2 element hit and any other H2

hit within a back-to-back region 80Æ wide centered about the axis connecting

the H2 element and its opposite; there must be no hits outside of this region.

It also examines the coincidences in the scintillating �ber detector bundles and

checks their compatibility with the �� kinematics.

� neutral veto: coincidence between an H1 element and the corresponding H2'

elements, plus the OR of the elements of the forward charged hodoscope. It is

used as a veto for the neutral trigger.
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Figure 3.12: Charged trigger system layout.

The �nal trigger stage consists of CAMAC memory lookup modules. The charged

trigger uses two such modules: the C MLU and the � MLU. C MLU gathers the

outputs of the single logic stage for events with e+e� in the �nal state, whereas

� MLU is dedicated to the �� channel. The output from these modules is strobed by

the OR of the H2 signals, and it is directed to a master module, the M MLU, which

provides the �nal logic signals for e+e� and �� events. The layout of the charged

trigger system is shown in �g. 3.12 and �g. 3.13.
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Figure 3.13: Inputs to the trigger �nal stage and M MLU outputs.

3.8.2 The neutral trigger

The neutral trigger relies on information from the CCAL; 5% of the signal from

the shaper boards is used for the neutral trigger logic. Rather than on the individual

CCAL channels, the trigger decision is made based on sums of channels, called super-

wedges and super-blocks, shown in �g. 3.14. A super-wedge is de�ned as a group of 9

adjacent counters within a CCAL ring; the signal from a super-wedge is the sum of

the signals from each of the 9 counters. From a total of 20 rings and 64 wedges in

CCAL we have 160 super-wedge signals distributed in 8 octants. The outer blocks of

each super-wedge overlap with the adjacent super-wedges, in order to maximize the

eÆciency. A part of the super-wedge signal is discriminated and the other summed

in the ring direction. The OR of all the super-wedges is called PBGOR and is used

as the minimum bias signal. The super-wedge signals within an octant are summed

in groups of 5 adjacent rings, so as to obtain 5 super-blocks for each octant. The
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super-blocks overlap by 2 blocks in � and � (except for the super-blocks formed with

rings 1� 4, as shown in �g. 3.14). The signal from each of the 40 CCAL super-blocks

is integrated and discriminated, then sent to the neutral MLU. The N MLU output

consists of 4 logic signals:

� PBG1 is used to trigger events with two back-to-back energy deposits, in oppo-

site CCAL sectors; it is used for two body decays.

� PBG3 requires two energy deposits; one deposit must be in one of the three

opposite CCAL sectors with respect to the other energy deposit. It is used for

two body inclusive decays.

� Elowtot is formed by summing the energy from all the octants, requiring that the

total energy deposited in CCAL be above 70% of the total available energy.

This logic is used to evaluate the eÆciency of the two previous logics and to

trigger multi-photon events.

� Ehightot is the same as above with a threshold of 80% of the total available energy.

Fig. 3.15 shows the layout of the neutral trigger.

3.9 The data acquisition

The E835 data acquisition is based on an integrated system of software packages

called DART (Data Acquisition for Real Time systems [21]), developed at Fermilab

by a collaboration between the F.N.A.L. Online Systems Department and the experi-

ments that used this software during the 1996-1997 �xed target run. The hardware is

based on the CAMAC/FASTBUS standards; in E835 the software has been developed
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Figure 3.14: Sums of CCAL blocks. Super-rings and super-wedges are delimited by
dashed lines; the shaded areas indicate two super-blocks.
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Figure 3.15: Diagram of the neutral trigger logic. The percentages of the signal sent
to a logic module are indicated in parentheses.

for SGI Challenge multi-processor and SGI Indigo. The system is designed to handle

a 6 kHz trigger rate with almost no deadtime.

3.9.1 The hardware setup

The E835 data acquisition layout is shown in �gure 3.16. The signals from the

detectors are read out by CAMAC modules (LeCroy LRS 4300/4300b ADCs and

Lecroy 3377 TDCs). The ADC and TDC modules �ll 17 CAMAC crates, arranged in

3 branches (one serial and two parallel) and controlled by an SGI Indigo through two

SCSI Jorway 411 Branch Controllers. The collection of the output of the CAMAC

modules is organized in 4 streams distributed among 18 DYC+ modules and 23

CAMAC controllers. The DYCs are intermediate data bu�ers that retain data in

their 32-bit FIFO until the whole event is read; when the event reading is over it

sends the data to 6 Dual Ported Memories MM-6390 (DPMs) through two pairs of

Access Dynamics DC2/DM115 modules which control the access to the DPMs. Each
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Figure 3.16: Hardware layout of the E835 data acquisition.
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DYC serves one crate of ADC/TDC modules. The DYCs are daisy chained together

and they read the data from the CAMAC modules enabling the readout via a PASS

signal sent along the chain. During the readout of the modules the DYCs issue a

BUSY signal that prevents further triggers from the trigger logic modules. Each

DYC can simultaneously receive data from the CAMAC modules and send data via

RS-485 cable to the DC2/DM115; the transmission is controlled by a permit token

issued by the DC2/DM115 to the DYC and a WAIT signal issued by the destination

bu�er. Upon �nishing the transmission of the event header and the event data the

DYC passes the transmission token on to the next DYC in the chain.

There are two 32 Mb DPMs and one 8 Mb DPM where the DC2/ DM115 writes

data using a 'ping-pong' algorithm. This is done by means of a process running on a

Challenge called gateway. The gateway reads data from one of the two 32 Mb DPMs

(the 'ping' memory) while the DC2 is writing to the other DPM (the 'pong' memory).

The gateway and the DC2 use the 8 Mb DPM as a 'mailbox' to exchange information

about the use of the two 32 Mb DPMs. When either one of the two processes is

working with a DPM a message is left on the 'mailbox' to signal to the other process

that the DPM is being read/written to. When a process has �nished using a DPM

it writes a 'release' message on the mailbox and it starts polling for an analogous

message from the other process until they switch DPMs. This way the data transfer

of the DC2 or the gateway is not interrupted by the other process polling directly

for a 32 Mb DPM. The gateway process writes data to a shared memory area of the

Challenge; the online �lters running on each CPU of the Challenge read from this

area and start processing the event, as described in the next section.

Beam parameters like beam position, intensity, longitudinal frequency spectrum,

emittance, and other control data like magnet currents, magnetic �eld strengths and

jet target parameters are monitored by the Accelerator Control NETwork (ACNET)
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system. The computer with the ACNET data sends its information to the E835 run

control computer for logging and monitoring.

3.9.2 Event builder and online �lter

The online �lters take the gateway bu�ers and build the event checking synchro-

nization numbers of the DYCs and DPMs, verifying data integrity, adding an event

header and performing the online analysis.Event building, classi�cation and logging

are provided by PRUDE (Program for Rejecting Unwanted Data Events), a software

package running on the online computers. PRUDE works as online �lter/tagger,

software trigger/level 2 trigger; it performs a basic analysis of the detector; it sets

detector bits and summary variables, and performs a data integrity check in a subset

of the events processed. If the event passes the trigger (upon comparison of the bit

map of the event with acceptable bit masks) summary variables are put in an array

appended to the raw data bu�er. This new bu�er is then assigned to the appropriate

stream for logging to tapes/disk and to the monitor/display computer. The PRUDE

software performs a fast online analysis of the event using information from the detec-

tors; the type of analysis depends on the level 1 hardware trigger type. The analysis

performed by PRUDE are:

� CCAL analysis: PRUDE �nds local energy maxima in the CCAL (blocks with

an energy deposit of at least 37.5 MeV and larger in energy than any of the 8

nearest neighbors) and forms a cluster of 3x3 blocks around the local maximum.

Then the energy of the 9 blocks is summed to obtain the cluster energy, which

is used to determine the � and � with an energy weighted average over the 9

blocks of the cluster. The invariant mass of the cluster is also calculated. These

clusters are used to determine the invariant mass of large energy deposits in



75

CCAL and to �nd events including �0, � and cc.

� e+e� analysis: counts hodoscope coincidences, identi�es pairs of candidate elec-

trons using information from CCAL analysis and Cerenkov counter; it identi�es

channels like pp! e+e� and pp! J= X ! e+e�X.

� �� analysis: checks topology of event based on counters, straw chambers and

scintillating �bers information to look for events pp! ��! 4K.



Chapter 4

Analysis

The method used to perform the measurement of the  0 branching ratios will be

described in this chapter. Since such method involves normalizing the number of

events collected for a speci�c  0 channel to the number of J= X events, a key point

in the measurement of the  0 branching ratios is the accuracy in the evaluation of the

detection eÆciency for each exclusive decay relative to the eÆciency for the J= X

decay. In this chapter we will focus on the selection criteria of the candidate events

and determination of the selection eÆciency for each channel. We will estimate back-

ground levels and obtain the raw number of events for each channel. We will describe

the selection of the event sample for the measurement of the angular distribution

parameter �( 0), and the measurement procedure.

4.1 Data collection

The data used to measure the  0 decay parameters considered in this thesis was

collected in the run II of E835, in year 2000. A summary with the details relative to

the data taking is reported on table 4.1. At the  0 most of the data taking time was

spent around the peak, at Ecm = 3686Mev=c2; a summary of the data taken at the  0

76
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is presented on table 4.2. The data samples are identi�ed as stacks and runs. A stack

is a data sample collected in the life of the antiproton beam inside the accumulator

ring. Often within a stack the CM energy is changed several times to perform a

scan of a resonance; a run is a data sample taken at a given energy. Typically a run

corresponds to an integrated luminosity of about 50 � 400 nb�1. Some of the data

collected are not used in this analysis, due to detector problems which a�ected the

quality of the data. Such problems include:

� missing data from straw chambers and VLPC subdetectors: in stack 1 runs

5009-5012 (
R Ldt = 81.6 nb�1) do not contain straw-chamber information, and

VLPC data is missing from runs 5036-5038 (
R Ldt = 82.6 nb�1)

� o�-orbit antiproton beam: during most of the data taking in stacks 5 and 6

(
R Ldt = 643.0 nb�1) part of the beam was not on the central orbit and the

measured beam Schottky noise spectrum showed 2 peaks; therefore the mea-

sured beam parameters are not representative of the beam energy distribution

Resonance Integrated luminosity (pb�1) Ecm range (MeV )

�0 32.9 3340.0 - 3470.0
�1 5.98 3509.6 - 3511.7
�2 1.12 3535.0 - 3557.9
1P1 50.5 3523.3 - 3528.9
 0 15.1 3666.0 - 3704.0

High energy 7.27 3770.0 - 4270.0

Table 4.1: Summary of data taken during the run II of E835
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Stack Ecm (MeV )
R Ldt (nb�1) Run numbers

1 3685:2� 3687:6 747.7 5006 - 5038
2 3686:1 1008.2 5076 - 5084
5 - 543.0 5235 - 5258
6 - 100.0 5407 - 5432
14 3686:0 991.9 5571 - 5574
29 3684:4� 3686:6 991.8 5818 - 5837
30 3686:1� 3687:6 396.2 5840 - 5842
49 3686:1 2566.4 7143 - 7148
50 3686:1 1275.0 7248 - 7252
51 3686:1 2103.2 7254 - 7259
54 3666:1� 3704:9 4333.7 7269 - 7283

Table 4.2: Data taken at the  0 energy during the run II of E835; indicated are
the stack number, the Ecm energy, the integrated luminosity per stack and the run
numbers.

4.2 Branching ratio measurement: method

The measured cross section is the convolution of 1.13 with the center of mass

energy distribution, which is essentially represented by the antiproton beam spread

Gbeam(E):

�meas(Ecm) =
Z 1

0
�R(E

0)Gbeam(Ecm � E 0)dE 0 + �bkg(Ecm) (4.1)

In principle the branching ratios of the  0 can be measured directly. At the

resonance peak we get, from 1.13, an expression for B( 0 ! A):

B( 0 ! A) =
�peak
3�

k2

B( 0 ! pp)
(4.2)

The quantities on the right hand side of equation 4.2 are all directly measurable, at

the CM momentum k. However, expression 4.2 depends on B( 0 ! pp) = (1:9�0:5)�
10�4 and the convolution with the beam shape brings in a dependence on �R=�beam.

Since the systematic error on �beam is in the range 5-10%, and the branching ratio
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to pp has a large error, the direct measurement of the branching ratios would not be

very precise.

Another approach is possible if we observe that the number NA of  0 ! A events

we count with our detector is given by:

NA = "AN 0B( 
0 ! A)B(A! final) (4.3)

where N 0 is the number of  
0 produced in the pp annihilation and "A is the total

detection eÆciency. For  0 ! J= X events:

NJ= X = "J= XN 0B( 
0 ! J= X)B(J= ! e+e�) (4.4)

Taking the ratio between 4.3 and 4.4 we obtain:

B( 0 ! A) =
NA

NJ= X

"J= X
"A

B( 0 ! J= X)B(J= ! e+e�)

B(A! final)
(4.5)

Knowledge of B( 0 ! J= X) and of B(J= ! e+e�) allows us to estimate  0

branching ratios using formula 4.5. Normalizing detection eÆciencies and numbers

of events for each channel to the corresponding quantities for J= X also exploits the

E835 capability to detect, with high eÆciency, �nal states with a high invariant mass

e+e� pair.

The channels studied in this thesis are:

-  0 ! e+e�

-  0 ! J= X ! e+e�X

-  0 ! J= �+�� ! e+e��+��

-  0 ! J= �0�0 ! e+e�

-  0 ! J= � ! e+e�
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The small  0 ! J= �0 branching ratio relative to the amount of data collected does

not allow us to separate e�ectively this channel from the background, therefore it is

not examined in this analysis.

4.3 Branching ratio measurement: event selection

The hadronic background in pp annihilations is large (�total ' 70 mb); the cross

sections for the charmonium decays observed by E835 range from picobarns to nano-

barns. The signature for charmonium formation consists of electromagnetic �nal

states with two back-to-back charged tracks and/or two back-to-back energy deposits

in CCAL. The data written on tape or disk by the online �lter (see section 3.9.2) are

submitted to an analysis where each of the two candidate e+e� from  0 or J= is

associated with a �Cerenkov signal and to at least 2 out of 3 hodoscope signals; the

invariant mass of the e+e� pair is required to be greater than 2.2 GeV. The data

subset selected in this manner is written to a set of Data Summary Table (mDST)

�les. The mDST data are then submitted to two more analysis stages: preliminary,

to select candidate  0 ! e+e� and  0 ! J= X events and reduce the background,

and �nal to assign each candidate to its channel. The CCAL thresholds chosen for

this analysis are 25 MeV for the central block and the cluster energy and 120 MeV for

the cluster mass. For a de�nition of CCAL cluster and cluster mass, see appendix C.

4.3.1 Preliminary selection

The purpose of this selection is to obtain a clean sample of candidates for the

channels being studied. The mDST �les already contain events with high energy

e+e� in the �nal state; from this set we need to exclude e+e� from  conversion and

Dalitz decays of the �0. To this purpose we build a test statistic for each e� track
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and perform a likelihood ratio test for the signal hypothesis against the background

hypothesis. We call this test statistic electron weight (ew); information from the

hodoscopes, �Cerenkov and CCAL is used to build the test. A detailed description of

the ew statistic is given in appendix A. The product of the ew for the candidate e+e�

is shown in �g. 4.1. In our detector the main signature for charmonium resonances is

a high invariant mass e+e� pair, therefore the product of the ew for the e+e� tracks

is the quantity on which we cut. The reduction of the non resonant background after

applying the ew cut can be appreciated in �g. 4.2. To further reduce the background

we also cut on the invariant mass of the e+e�, to eliminate the tail below 2.6 GeV. The

angular acceptance for e+e� is de�ned by the polar angle region where the �Cerenkov

counter has high eÆciency and by the CCAL geometry; a cut on �labe� is performed

to maximize the eÆciency on e+e� selection. Also, since the e+e� energy and angles

measured by CCAL are a�ected by the presence of nearby e.m. showers, we require

a minimum angle (OpAng) between each of the electron tracks and any additional

on time tracks. The cuts used in the preliminary selection are:

� electron weight: ewe+ � ewe� > 1.5

� e+e� invariant mass: me+e� > 2.6 GeV

� electron isolation: OpAng(e�, extra tracks) > 100 mrad

� electron acceptance: 15Æ � � labe� � 60Æ

4.3.2 Final selection

The preselection produces a data sample containing events with high invariant

mass e+e� pairs. The next step is the classi�cation of the candidate event into the
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Figure 4.1: Logarithm of the product of the electron weights for the candidate e+e�

pair. The shaded histogram is o� resonance peak background; the areas to the right
of the dashed line represent the number of events that pass the ew cut.
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Figure 4.2: Background reduction on mDST sample after electron weight cut ew1 �
ew2 > 1:5 (shaded histogram).
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appropriate channel. In this analysis, events are classi�ed by means of kinematical

�ts, with the addition of topological cuts for  0 ! J= �0�0(�).

Kinematical �ts

A way to test whether the observables of a speci�c event are compatible with the

kinematics of a decay channel is to use a kinematical �t. Let us assume we measure a

set of n variables ~x(x1; x2; : : : ; xn) with expectation values ~x0(x01; x02; : : : ; x0n). The

measured variables may be correlated. De�ne:

�2 =
nX
j=0

nX
i=0

(x0i � xi)V�1(x0j � xj) (4.6)

where V is the covariance matrix. Let us also de�ne a set of l constraint equations:

fk(~x; ~y) = 0; k = 1; l (4.7)

where ~y(y1; y2; : : : ; ys) is a vector with unmeasured variables. We want to �nd the

value of ~x0 which minimizes 4.6; to accomplish this we use the method of Lagrange

multipliers. We let the multipliers be ~�(�1; �2; : : : ; �l), and rewrite 4.6 as:

�2 =
nX
j=0

nX
i=0

(x0i � xi)V�1(x0j � xj) + 2
lX

k=1

�kf
k(~x; ~y) (4.8)

In matrix notation we have:

�2 = (x0 � x)TV�1(x0 � x) + 2�Tf (4.9)

For a minimum at x0 = xm we set:

@�2

@x
= 2((xm � x)TV�1 + �T

@f

@x
) = 0 (4.10)

@�2

@y
= 2�T

@f

@y
= 0 (4.11)

@�2

@�
= 2f = 0 (4.12)
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In general the equations above are non linear and diÆcult to solve analytically, there-

fore an iterative method is usually adopted to �nd the minumum. Start by considering

only a number of constraints equal to the number of s unmeasured variables; this al-

lows us to get starting values. The estimates for xmin, ymin and �min for the �th + 1

step of the iteration are obtained from step �th, by Taylor expanding the constraint

equations around the minimum point and keeping only the linear terms:

f� +
@f�

@x
(x�+1m � x�m) +

@f�

@y
(y�+1m � y�m) = 0 (4.13)

Using 4.10, 4.11, 4.12 and 4.13 after some algebra one obtains:

y�+1m = y�m � (
@f�T

@y
A�1@f

�

@y
)�1

@f�T

@y
A�1(f� +

@f�

@x
(x� x�m)) (4.14)

where the l � l matrix A has been de�ned as:

A � @f�

@x
V @f

�T

@x
(4.15)

Using 4.14 we obtain ��+1m and x�+1m . To evaluate �2 at step � + 1 we use 4.10, set

x0 = x�+1m , and after some algebra we �nd:

�2(�+ 1) = (��+1m )T (f� +
@f�

@x
(x� x�m) +

@f�

@y
(y�+1m � y�m)) (4.16)

The iteration is continued until the values of �2(�) and �2(� + 1) are judged to be

close enough for convergence1. In our experiment and in the most general case, the

measured quantities are the energies and the angles of the tracks in the �nal state,

(E; �; �). We also assume that the covariance matrix V be diagonal (measurements

not correlated). The constraint equations require the conservation of momentum and

energy and impose a restriction on the mass M� of intermediate particles such as

1In this analysis the requirement is that j�2(�+1)��2(�)j
�2(�)

< 10�3.
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J= , �0 and �:

ntrkX
i=1

pxi = 0 (4.17)

ntrkX
i=1

pyi = 0 (4.18)

ntrkX
i=1

pzi = Plab (4.19)

ntrkX
i=1

Ei = Elab +mp (4.20)

(Ei + Ej)
2 � (~pi + ~pj)

2 = M2
� (4.21)

Integrating the �2 distribution gives us the probability Prob(�2 > �2m) to get a �2

higher than the one we measure. The decision to assign an event to a speci�c channel

is made by cutting on such probability. All kinematical �ts use CCAL for e� and

 energy measurement and for  direction measurement. The tracking detectors are

used for position measurement of the charged particles.

Classi�cation criteria:  0 ! e+e�,  0 ! J= X

For both these channels only a cut on the kinematical �t probability is used to

select the event. The �t to J= X is weakly constrained, therefore an additional

requirement on Prob(e+e�) is added.

� Prob(e+e�) > 10�4 (4C)2, for  0 ! e+e�

� Prob(J= X) > 0:01 (1C) and Prob(e+e�) < 10�4, for  0 ! J= X

Classi�cation criteria:  0 ! J= �+��

The identi�cation of  0 ! J= �+�� is complicated by two detector speci�c issues:

2The numbers in parenthesis indicate the number of kinematical �t constraints.
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� the E835 detector does not measure the energy of hadrons. In most cases

charged pions produce a signal in a single CCAL block, depending on their

energy. Low energy charged pions occasionally generate no CCAL signal;

� the CCAL is the only detector that can measure both � and � of a track; if a

�� does not generate a signal in at least one CCAL block we cannot associate

the � and � of the pion

We do not know how to measure the probability that a low energy �� generate no

signal in the CCAL; therefore we need to avoid using the CCAL to associate � and

� lines from ��, when identifying  0 ! J= �+�� events. The � and � tracks from

the e+e� and the �� are measured by the scintillating �ber detector and by the

straw chambers, respectively. In the case of the e+e� from the J= the tracks can

be identi�ed by using the large energy deposits in the CCAL. It is then possible to

perform a cycle of kinematical �ts where all possible � and � lines unassociated with

the e+e� pair are tested in the  0 ! J= �+�� hypothesis; the combination with

the highest Prob(�2) is chosen. Multiple scattering and vertex uncertainty a�ect the

charged pion path in the inner detectors, as in this decay the pion momentum is low.

To account for the multiple scattering contribution to the error in � in the kinematical

�t, we simulated  0 ! J= �+�� events with a GEANT Monte Carlo 3 and estimated

the error in � as the � of the di�erence between the generated and reconstructed ��

tracks, obtaining:

��(e
�) = 0:026 + 10:7� � 30:6�2 + 28:9�3 mrad

��(�
�) = �0:73 + 51:4� � 109:1�2 + 78:4�3 mrad

The cuts used for the  0 ! J= �+�� selection are summarized as follows:

3Appendix B contains some information about this Monte Carlo.
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� Prob(J= X) > 0:01 and Prob(e+e�) < 10�4

� Prob(J= �+��) > 10�6 (3C)

� the e+e� pair from the J= must have associated charged tracks in theta and

phi.

Classi�cation criteria:  0 ! J= �0�0(�)

The selection criteria for  0 ! J= �0�0 and  0 ! J= � are similar. The events

have to pass the J= X selection; then a cut on the number of ontime clusters is

applied to reduce background from pileup events. The kinematical �t probability cut

value is di�erent between the two channels because of the extra background the J= �

channel receives from the J= �0�0 events that lose two photons. Besides the total

4-momentum conservation and e+e� invariant mass, the �t constraints include the

invariant mass of the photon pairs from the �0�0 and the �. The error assigned to

the  energy measurement in the kinematical �ts is a �xed fraction of the photon

energy for low E ; the error is de�ned as follows: for E < 350 MeV and E � 150

MeV, �(E) = 0:2E; for E < 150 MeV, �(E) = 0:3E. To reduce the background

from J= �+�� and to avoid losing events with extra charged tracks due to �0 Dalitz

decays and photon conversions, extra ontime hodoscope signals are allowed except

when not associated with a �Cerenkov-counter signal. The mass plots of each of the

two �0 and of the � after selection are shown in �g. 4.3. The following is a summary

of the selection criteria:

� Prob(J= X) > 0:01 and Prob(e+e�) < 10�4

� exactly 6(4) on time clusters in CCAL, for �0�0(�) respectively

� Prob(J= �0�0) > 10�6 (7C), Prob(J= �) > 10�2 (6C)
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Figure 4.3: Mass of the neutral pions in  0 ! J= �0�0 (above) and of the � in
 0 ! J= � (below), after �nal selection.
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� allow on time hodoscope signals not associated with e+e�; reject such signals

only if not associated with �Cerenkov signals.

4.3.3 Background estimation

Background sources include non-resonant continuum events (to which we refer as

external background) and misidenti�ed events in the  0 ! J= X channels (internal

background). External background is estimated by applying the selection criteria

used to isolate the signal sample to data taken o� the resonance region, normalized

to the integrated luminosity collected at the  0 peak for the signal sample. We used

data from the 1P1 energy region and the vicinity of the  
0 peak, for a total integrated

luminosity of Lint = 50:5 pb�1 and Lint = 1:9 pb�1 respectively. The shape of the

non-resonant background in these two energy regions is similar, as can be seen in

�g. 4.4. After the preliminary selection, the background level is greatly reduced, as

shown in �g. 4.5 where the background distribution is shown in comparison to the

mDST and after preselection samples (after scaling to the signal sample integrated

luminosity).

Internal background is estimated by GEANT Monte Carlo. For each channel we

generate a sample of 105 events; we apply the full selection criteria for each chan-

nel to the MC events to obtain the misidenti�cation probability. Table 4.3 reports

the results, expressed as the fraction of simulated events classi�ed in each channel

normalized to the number of events passing the trigger and preliminary selection.

4.3.4 Background subtraction and selection stability

The number of signal events and the amount of internal and external background is

reported in table 4.4. To check the stability of the selection over the course of the data
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Figure 4.4: Non resonant background mee distribution comparison between the 1P1

energy range (3523-3529 MeV ) and around the  0 peak.
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Figure 4.5: e+e� invariant mass distribution from mDST and preselection samples.
The mass scale is in GeV . The shaded histograms are the external background
sample, normalized to the signal sample integrated luminosity. The application of
the preselection cuts signi�cantly reduces the non resonant background.
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Identi�ed as: Generated as:
e+e� J= �+�� J= �0�0 J= �

e+e� 0.9328�0.0007 0.0019�0.0001 0.0020�0.0001 0.00116�0.0001
J= X 0.0193�0.0004 0.9629�0.0005 0.9582�0.0006 0.9593�0.0005

J= �+�� < 10�5 0.2375�0.0012 0.0029�0.0002 0.0016�0.0001
J= �0�0 < 10�5 0.0003�0.0001 0.1965�0.0011 0.0034�0.0002
J= � < 10�5 < 10�5 0.0010�0.0001 0.4104�0.0012

Table 4.3: Fraction of simulated events classi�ed in each channel, normalized to the
number of events passing the trigger and preliminary selection.

taking period we calculated the ratio of the number of events in each channel to the

number of candidates, after preliminary cuts for each stack. The results are reported

in table 4.5; the ratios are stable, and most of them fall within their respective

statistical errors. One case is noticeably di�erent: the J= �+�� selection for stack

50 shows a Nch=Ncand ratio which is 35% lower than the average of the other stacks.

The data from stack 50 is kept, since we could not �nd any indications of data taking

condition changes, or detector hardware problems that could justify such deviation.

4.4 Branching ratio measurement: eÆciencies and

acceptances

The method described in section 4.2 requires an accurate measurement of the

ratio of eÆciencies in equation 4.5. The eÆciencies contributing to this ratio are the

acceptance �, the trigger eÆciency �trig, the preselection eÆciency �pres and the �nal

selection eÆciency �sel; with the notation introduced in 4.5:

"J= X
"A

=
�
�J= X
�A

��
"J= X
"A

�
trig

�
"J= X
"A

�
pres

�
"J= X
"A

�
sel

(4.22)
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Stack e+e� J= �+�� J= �0�0 J= � J= X Preselected

1 140 77 23 10 531 710
2 592 359 149 39 2545 3342
14 381 234 99 17 1669 2184
29 309 229 86 10 1544 2016
30 148 96 42 7 708 926
49 899 587 245 51 4454 5736
50 543 230 136 32 2507 3302
51 400 296 102 20 2062 2634
54 1088 729 265 65 5131 6742

All 4500�67 2837�53 1147�34 251�16 21151�140 27592�170
Ext. bkg 16 11 2 <1 197 360
Int. bkg 37 24 11 18 64 -
All-bkg 4447�67 2802�53 1134�34 233�16 20890�140 27232�170

Table 4.4: Number of signal and background events, with statistical errors. For each
stack the number of raw selected events is reported, for each channel. The background
subtracted number of signal events is at the bottom.

The error contributed to the total detection eÆciency by the acceptance is due to the

uncertainty in the angular distribution parameter �( 0). The preliminary selection

eÆciency is subject to two sources of systematic error: accidental low-energy clusters

in CCAL and noisy detector channels. These e�ects depend on the instantaneous

luminosity, and they are accounted for by using data collected with a special random

trigger called random gate (RG). Once an MC event is converted to ADC and TDC

counts, the information from one RG event is superimposed to the MC event; the

accidental hits in CCAL present in real data taking are simulated in this manner.

The systematic error in the �nal selection eÆciency is due to the mismatch between

the kinematical �t probability distribution for data and GEANT events.
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Stack e+e� J= X J= �+�� J= �0�0 J= �
1 0.197�0.015 0.748�0.016 0.108�0.012 0.032�0.007 0.014�0.004
2 0.177�0.007 0.762�0.007 0.107�0.005 0.045�0.004 0.012�0.002
14 0.174�0.008 0.764�0.009 0.107�0.007 0.045�0.004 0.008�0.002
29 0.153�0.008 0.766�0.009 0.114�0.007 0.043�0.005 0.005�0.002
30 0.160�0.012 0.765�0.014 0.104�0.010 0.045�0.007 0.008�0.003
49 0.157�0.005 0.776�0.006 0.102�0.004 0.043�0.003 0.009�0.001
50 0.164�0.006 0.759�0.007 0.070�0.004 0.041�0.003 0.010�0.002
51 0.152�0.007 0.783�0.008 0.112�0.006 0.039�0.004 0.008�0.002
54 0.161�0.004 0.761�0.005 0.108�0.004 0.039�0.002 0.010�0.001

Table 4.5: Ratio Nch=Ncand in stack by stack order. The errors are statistical.

4.4.1 Acceptances

Electron/positron tracks are considered within the acceptance if:

15Æ < �e < 60Æ: (4.23)

Charged pions are considered within the acceptance if:

15Æ < �e < 55Æ: (4.24)

These polar regions are de�ned by the eÆciency zone of the �Cerenkov counter and

the hodoscopes for e+e�, plus scintillating �bers for the �+��.

The neutral track acceptance is:

11:2Æ <  < 67:4Æ; (4.25)

which corresponds to the CCAL physical boundaries (including the 2 outer rings).

MC simulation

A simulation, to which we will refer here as fMC, is used to determine the

acceptances and their dependence on the angular decay distribution parameter �( 0).
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The fMC includes the geometry of the detector and a CCAL shower pro�le

extracted from experimental data [44]. The fMC was designed primarily to estimate

the probability for �0�0 and �0 events to be detected as twog events; it does not

perform particle transport, unlike simulations based on GEANT or EGS [52]. Given

the shorter event processing times we use the fMC instead of GEANT to estimate

the acceptance of  0 decay channels.

As we have seen in chapter 2, the angular distribution of the electrons for the

decay  0 ! e+e� is:

w(�; ��e) = 1 + �cos2(��e) (4.26)

�( 0) is a parameter between -1 and 1, and ��e is the angle between the electron and

the momentum of the incoming antiproton in the  0 rest frame.

The decay  0 ! J= �� is generated according to the following approximations:

� the orbital angular momentum between the dipion system and the J= is equal

to zero;

� the dipion and the J= are uniformly distributed in the  0 rest frame;

� the pions are uniformly distributed in cos��, where �� is the direction of the

pion and the J= direction in the dipion rest frame;

� the J= carries away the  0 polarization. The angular distribution for J= !
e+e� in  0 ! J= X decays is 1 + �( 0)cos2(�e), where �e is the angle between

the electron and the p direction, in the J= reference frame.

The decay  0 ! J= � is a small (5%) fraction of the inclusive J= decays; it can

be shown that the angular distribution for the electrons in the center of mass frame
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is [84]:

w(�; �e) = 5�( 0) + 4� 4�( 0)cos2(�e) (4.27)

and that the J= is emitted in the  0 rest frame with distribution:

w(�; ��) = 1 + �( 0)cos2(��) (4.28)

where �� is the angle with respect to the antiproton direction. In this simulation we

take �(J= ) = �( 0) = 0:69. The MC event generator does not take into account the

Wigner rotation implicit in the two Lorentz transformations from the J= rest frame

to the  0 to the laboratory system. This approximation introduces an error < 0:3%

on the J= ! e+e� acceptance; the systematic error due to the uncertainty in the

angular distribution parameter is an order of magnitude larger, therefore the e�ect

of the Wigner rotation has been neglected.

J= X inclusive and exclusive channels acceptance

A large number (3000000) of events is generated with the MC for each of the

exclusive decays of interest, with the appropriate angular distribution. The ratio of

the number of events completely within acceptance divided by the total number of

events generated gives the eÆciency �.

The J= inclusive channel is a mixture of several di�erent decay channels; we

consider only the following, which make up 95% of the total J= X events:

� B( 0 ! J= �+��) ' 0.305 � 0.55 B( 0 ! J= X)

� B( 0 ! J= �0�0) ' 0.182 � 0.33 B( 0 ! J= X)

� B( 0 ! J= �) ' 0.031 � 0.056 B( 0 ! J= X)
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Acceptances (�� �stat)

Channel: �=0.45 �=0.69 �=0.93 �syst� / �
e+e� 0.5746�0.0003 0.5530�0.0003 0.5341�0.0003 0.039
J= �+�� 0.2656�0.0003 0.2542�0.0003 0.2453�0.0002 0.045
J= �0�0 0.1618�0.0002 0.1550�0.0002 0.1501�0.0002 0.044
J= � 0.3984�0.0003 0.4029�0.0003 0.4106�0.0003 0.018
J= X 0.5467�0.0002 0.5219�0.0002 0.5057�0.0002 0.047

Ratios � X=�channel
Channel: �=0.45 �=0.69 �=0.93 �syst� / R�

e+e� 0.9514�0.0006 0.9438�0.0006 0.9469�0.0007 0.0079
J= �+�� 2.0580�0.0024 2.0534�0.0025 2.0614�0.0019 0.0038
J= �0�0 3.3796�0.0044 3.3673�0.0045 3.3688�0.0047 0.0036
J= � 1.3723�0.0011 1.2861�0.0011 1.2316�0.0010 0.067

Table 4.6: Geometrical acceptance � and ratio � X=�channel, for each channel.

Since the majority of the J= X events are J= �+�� and J= �0�0 (J= � and �

in smaller measure), we can estimate the number of J= X events in the acceptance

as the weighted average of the two J= �� channels plus J= �:

NJ= X =

P3
i=1Bi �Nacc

iP3
i=1Bi

(4.29)

where Nacc
i is the number of events of type i with e+e� from J= in acceptance, and:

Bi = B( 0 ! J= �+��; �0�0; �) (4.30)

The experimental value of � is a�ected by a large error, of the order of 35%. It is

necessary to study how the acceptances vary with �, since this is the largest source

of error in the acceptance calculation. However, the error on the acceptance ratio is

considerably smaller, as shown in table 4.6; this is due to the fact that all channels,

with the exception of J= �, have the same angular distribution. The systematic error

on the acceptances is chosen as the maximum di�erence between the ones calculated

with the central � value and the ones at the boundaries.
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4.4.2 Trigger eÆciency

Trigger eÆciencies are evaluated by GEANT simulation by reproducing via soft-

ware the hardware trigger logic. The charged trigger (e+e�X) requirement is:

TRG(e+e�X) = (CMLU1) � (PBG3) + CMLU2 (4.31)

where:

CMLU1 = (2e) � (H2 < 6) + (1e) � (2h) � (H2 = 2) � (COPL) +

+(2enew) � (H2 < 6) + (1enew) � (2hnew) � (H2 = 2) � (COPLnew) (4.32)

CMLU2 = (2e) � (H2 = 2) � (COPL) � (FCH) +

+(2enew) � (H2 = 2) � (COPLnew) � (FCH) (4.33)

Here CMLUx is the output of the memory lookup unit that combines the single

detector logics, and PBG3 is the requirement of 2 back-to-back energy deposits in the

CCAL. The new subscript indicates a logic implemented on a trigger card used as a

backup, to improve the reconstruction of charged tracks and to add a new logic for

the �� channel. Refer to par. 3.8.1 and �g. 3.12 for a description of the logic signals.

An RG event is superimposed to each of the 105 GEANT simulated events. The

eÆciency for the J= X channel is the weighted average of the J= �� and J= �

channels. The results are presented in table 4.7. The MC estimate for the charged

trigger eÆciency can be compared to the measurement performed on a data sample:

in June 2000, a short running period (L = 0:99 nb�1) in stack 29 was dedicated to a

special trigger run at the  0 energy with the purpose of measuring the charged trigger

eÆciency. The special trigger selects events with at least 1e:

TRG = (1e+ 1enew) � (PBG3) + CMLU2 + (2enew) � (H2 < 6) � (PBG3) (4.34)
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Decay mode �tr(mode) �tr( J= X)/ �tr(mode)

e+e� 0.9074�0.0006 0.974�0.002
J= �0�0 0.903�0.001 0.978�0.002
J= �+�� 0.871�0.001 1.015�0.002
J= � 0.9036�0.0008 0.978�0.002

Table 4.7: Trigger eÆciencies and eÆciency ratios for each channel; note that the
angular acceptances are not included.

The sample, consisting of 216 events, is selected with cuts on GM(e+e�)4, Me+e�,

number of CCAL clusters, number of �Cerenkov photoelectrons.

The total CMLU1 eÆciency was estimated to be:

�(e+e� + neutrals) = 0:92� 0:02 (4.35)

For events e+e�+charged tracks the eÆciency is lower, since the only contribution to

the trigger comes from the 1st branch in 4.32:

�(e+e� + charged) = 0:86� 0:02 (4.36)

The eÆciencies estimated with data are in good agreement with the software-evaluated

eÆciencies.

4.4.3 Preselection eÆciency

Electron weight cut eÆciency

The preselection eÆciency is determined by GEANT simulation for all the applied

cuts but the ew. The eÆcency �ew for the ew cut must be estimated from the data

sample. For the purpose of cut eÆciency evaluation some of the distributions used

4The gatemaster (GM) is a module that does a logic OR of all the triggers of the
experiment and generates gates to the electronics.
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by the ew are not reproduced well enough by the GEANT Monte Carlo; the GEANT

transverse shower size is smaller than the actual size, therefore the ew distributions

for shower containment and cluster mass show a less-than-perfect agreement between

data and simulation, as shown in �g. 4.6. The e+e� electron weight distributions

(especially hodoscope mips and CCAL shower con�nement) are perturbed by nearby

tracks and CCAL clusters not belonging to e+e�. For this reason, each  0 decay

channel has a di�erent ew cut eÆciency. In order to estimate the ew cut eÆcency for

the various channels we selected a clean sample of events for each channel without

using the ew. This procedure does not present particular problems; it consists of

applying �nal selection cuts stricter than the ones described in section 4.3. In the

case of J= �0�0 and J= � we also check that the extra (non electron/positron) tracks

do not pair with the e+e� from the J= to yield a �0 or an �. However, for  0 !
J= �+�� the background rejection without using the ew is a laborious task; �0 Dalitz

decays and  conversions from the large number of pp! �0�0 events simulate hits in

the hodoscopes that cause them to be mistaken for J= �+�� events. The eÆciencies

of the ew cut are reported on the �rst row of table 4.8 The cut on OpAng reduces

�ew, no OpAng cut
e+e� J= �+�� J= �0�0 J= �

0.922�0.006 0.891�0.005 0.91�0.01 0.90�0.02
�ew, OpAng(e

�; extra track) > 100 mrad
e+e� J= �+�� J= �0�0 J= �

0.932�0.006 0.924�0.005 0.93�0.01 0.92�0.02

Table 4.8: EÆciency of the ew(e�) > 1:5 cut; the channel dependence is reduced by
using the opening angle cut.

the dependence of �ew on the decay channel, so that in the ratio between channels

the ew eÆciencies cancel.
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Figure 4.6: Product of shower containment (above) and cluster mass (below) electron
weight. The events are from data selected and GEANT simulated  0 ! e+e� .
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e+e� invariant mass and electron isolation cut eÆciencies

The preselection cuts are designed to reduce the background to events with e+e�

coming either from the  0 or the J= in inclusive  0 ! J= X decays. The invariant

mass me+e� distribution is centered on the  0 mass for  0 ! e+e� events, and on

the J= mass for  0 ! J= X. The lower mass tail for the J= X mee distribution

is higher than for the exclusive e+e�, therefore the cut on mee has inuence only on

the ratio �J= X=�e+e� for mee > 2:6 GeV. This eÆciency ratio is estimated with the

GEANT Monte Carlo and is equal to:

�
�J= X
�e+e�

�
mee>2:6GeV

= 0:9928� 0:0004

Obviously the same eÆciency ratio for the inclusive J= channels is equal to 1.

The e+e� isolation cut eÆciency is estimated with the GEANT Monte Carlo. The

results are shown in table 4.9.

Mode �opang
e+e� 0.921�0.001

J= �+�� 0.888�0.001
J= �0�0 0.878� 0.001
J= � 0.895� 0.001

Table 4.9: OpAng cut eÆciency MC estimate for each channel.

4.4.4 Final selection eÆciency

The �nal selection eÆciency is estimated by GEANT Monte Carlo, where for each

channel we generate 105 events. Besides including in the GEANT simulated events

the real data from the RG trigger, as mentioned previously in section 4.4, we analyzed

the MC events with calibration constants (and RG events) from three di�erent runs
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Channel �sel
 0 ! e+e� 0.933�0.038

 0 ! J= �+�� 0.491�0.018
 0 ! J= �0�0 0.583�0.026
 0 ! J= � 0.656�0.046
 0 ! J= X 0.961�0.021

Table 4.10: Final selection eÆciences.

and averaged the results. To estimate the eÆciency �sel we select MC events that pass

the software trigger requirement for e+e� events, have mee > 2:2 GeV and have all the

particles in the �nal state within acceptance; the fraction of this sample that passes

the �nal selection cuts is �sel. The eÆciency [�sel]J= X for  0 ! J= X is obtained

separately from J= �+��, J= �+�� and J= � events; the �nal number is the BR-

weighted average of the three estimates. The results are reported in table 4.10. The

systematic error on �sel has been evaluated by changing the �t probability cut value

and taking the largest di�erence in the �nal result as the error.

4.5 Measurement of �( 0)

The selection used for the  0 ! e+e� angular distribution sample is di�erent from

the one applied in the branching ratio analysis. It is important to apply cuts that

do not introduce arti�cial non-uniformities with respect to �; the ew cut value is

lowered to 0.1, and the J= X �t (1C) probability cut is rather loose, compared to

the branching ratio analysis. We also cut on the acceptance of the e+e�, on the e+e�

invariant mass and on the error �(cos(��)) propagated from the laboratory error on

�; �� is the polar angle in the CM reference frame. An additional requirement is

placed on the back-to-back kinematics of the e+e�; to this purpose, the following two
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quantities are de�ned for each event:

�� � j �� j �1 � �2 jj

�� � j �� j ��1 + ��2 jj

where the indexes 1,2 indicate either the electron or the positron, since our detector

cannot distinguish between e+ and e�. There is no requirement on the number of

clusters. A summary of the cuts applied is the following:

� mee > 3:3 GeV

� ew1 � ew2 > 0:1

� Prob(J= X) < 0:001

� �(cos(��1;2)) < 0:012

� j cos(��1;2) j< 0:45

�
q
(��)2 + (��)2 < 40 mrad

The e+e� invariant mass distribution after all cuts is shown in �g.4.7. The �� and

�� distributions are shown in �g. 4.8, with all the cuts on the other variables applied.

The event distribution in cos(��), with all but the acceptance cut applied is shown

in �g. 4.9. The �t result depends critically on the number of events at the edges of the

cos(��) distribution, so the cut on j cos(��) j has been chosen to select a region with

no loss of events due to one of the two particles falling out of the detector acceptance.
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Figure 4.7: e+e� invariant mass after the selection cuts for �( 0) measurement.
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Figure 4.8: Collinearity distributions for the e+e� in the CM reference frame, with
all other cuts applied.



108

Figure 4.9: Angular distribution before detection eÆciency correction and application
of j cos(��1;2) j< 0:45.
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The best estimate of the parameter �( 0) has been obtained by maximizing5 the

likelihood function de�ned as:

ln L(�) =
MX
i=1

ln
�(cos��i )(1 + � cos2��i )R 1

0 �(cos�
0)(1 + � cos2�0)d(cos�0)

(4.37)

where �(cos��i ) is the total detection eÆciency as a function of the CM polar angle and

M is the number of electron/positron tracks (i.e. the number of events is N =M=2).

The eÆciency as a function of the polar angle has been evaluated with GEANT for all

the cuts but the ew, for which we used a clean sample of  0 ! e+e� selected without

using the ew, as described in section 4.4.3. The detection eÆciency shows a negligible

dependence on the polar angle and is almost at at �78%. This is due to the fact that
the inner detectors calibration is designed to take into account the dependence of the

signal on the polar angle of the particle. The GEANT simulation has also been used

to test the maximum likelihood �t to the data; a �t to simulated events generated

with � = 0:69 returned the same value. The results of the maximization are shown in

table 4.11. The �nal number of events selected is 3314. The background is evaluated

with a data sample of Lint = 1:9 pb�1, taken around the  0 peak. Only 1 event passes

the selection, therefore the background is negligible. No limits on the parameter

have been set in the maximization6. The errors are estimated by calculating the full

second-derivative matrix by �nite di�erences and inverting it.

5We chose to perform an unbinned �t. We veri�ed that the binned �t gives equiv-
alent results.

6In some cases it is necessary to prevent the parameters from taking on unphysical
values by setting limits in the maximization process; however, bound parameters
introduce numerical inaccuracy in addition to what is required to estimate the value
of the likelihood function.
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Stack �( 0) Ne+ +Ne�

1 0.36�1.2 206
2 0.47�0.61 860
14 0.80�0.81 576
29 0.50�0.83 456
30 0.81�1.3 218
49 0.77�0.54 1288
50 0.71�0.66 798
51 1.07�0.82 586
54 0.78�0.46 1640

Table 4.11: Stack-by-stack maximum likelihood �t to the e+e� angular distribution
data sample.



Chapter 5

Results

In this chapter we will show the �nal results for the measurement of the branching

ratios  0 ! e+e�,  0 ! J= �+��,  0 ! J= �0�0 and  0 ! J= �. We will give the

�nal result for the measurement of the  0 ! e+e� angular distribution parameter

�( 0). We will compare the results obtained to previous measurements.

5.1  0 branching ratios

As we have shown in section 4.2, the branching ratios for the four channels we

analyzed can be estimated using their ratios to B( 0 ! J= X) through equation 4.5.

We used the following values from the PDG 2002 [27]:

B( 0 ! J= X) = 0:557� 0:026 (5.1)

B(J= ! e+e�) = 0:0593� 0:0010 (5.2)

B(� ! ) = 0:3943� 0:0026 (5.3)

B(�0 ! ) = (98:798� 0:032)% (5.4)

From the analysis in the previous chapter we obtain the eÆciency ratios and the

number of events ratios, summarized in table 5.1. Our �nal result for B( 0 ! e+e�)
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Decay mode e+e� J= �0�0 J= �+�� J= �

�tr(J= X)=�tr(mode) 0.974�0.002 0.978�0.002 1.015�0.002 0.978�0.002
�pr(J= X)=�pr(mode) 0.953�0.005 1.008�0.004 0.996�0.004 0.987�0.003
�sel(J= X)=�sel(mode) 1.030�0.042 1.648�0.074 1.956�0.072 1.46�0.10
N(mode)=N(J= X) 0.213�0.003 0.054�0.002 0.134�0.002 0.0112�0.0008

Table 5.1: Trigger, preliminary and �nal selection eÆciencies; the last row shows the
ratio of background subtracted number of events. For the acceptance ratios refer to
table 4.6.

is:

B( 0 ! e+e�)

B( 0 ! J= X)
= (1:14� 0:02� 0:05)� 10�2 (5.5)

B( 0 ! e+e�) = (6:3� 0:1� 0:4)� 10�3 (5.6)

where in 5.6 we use eq. 5.1. This result is an improvement with respect to the mea-

surement published by E835 with data from the 1996-97 run; it improves statistical

and systematic errors by a factor of 2. The main contributions to the 6.3% sys-

tematic error are from B( 0 ! J= X) and from the �nal selection eÆciency. For

B( 0 ! J= �+��) we �nd:

B( 0 ! J= �+��)

B( 0 ! J= X)
= (54:5� 1:0� 2:0)� 10�2 (5.7)

B( 0 ! J= �+��) = (30:3� 0:5� 1:8)� 10�2 (5.8)

This result is in good agreement with the PDG 2002 �t, and the errors are signi�cantly

reduced with respect to E760. The branching ratio for the channel  0 ! J= �0�0 is:

B( 0 ! J= �0�0)

B( 0 ! J= X)
= (30:7� 0:9� 1:4)� 10�2 (5.9)

B( 0 ! J= �0�0) = (17:1� 0:5� 1:1)� 10�2 (5.10)

which shows only a slight improvement over the 1996-97 run. If isospin is conserved

in J= �� decays, the ratio B( 0 ! J= �0�0)=B( 0 ! J= �+��) is equal to 0.5;
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Decay mode e+e� J= �0�0 J= �+�� J= �

ÆR(�) 0.8% 0.1% 0.2% 6.3%
ÆR(�tr) 0.2% 0.2% 0.2% 0.2%
ÆR(�pr) 0.3% 0.4% 0.4% 0.3%
ÆR(�sel) 4.1% 4.5% 3.7% 7.0%

Statistical 1.3% 2.9% 1.8% 6.7%

Total 4.4% 5.4% 4.1% 11%

Table 5.2: Systematic error and statistical error contributions to the total error, in
percent, for the ratio B( 0 ! f)=B( 0 ! J= X). ÆR(�) indicates the fractional error
from the eÆciency ratio �(J= X)=�(mode).

taking the ratio of our results 5.8 and 5.10 we obtain:

�( 0 ! J= �0�0)

�( 0 ! J= �+��)
= 0:56� 0:05 (5.11)

It is evident that 5.11 does not constitute a strong statement either way. It is com-

patible with isospin conservation, but also with isospin violation at the percent level.

Finally, for B( 0 ! J= �) we measured:

B( 0 ! J= �)

B( 0 ! J= X)
= (4:9� 0:3� 0:4)� 10�2 (5.12)

B( 0 ! J= �) = (2:7� 0:2� 0:3)� 10�2 (5.13)

Table 5.2 reports the contributions of the sources of error to the total error. Ta-

ble 5.3 and �gures 5.1, 5.2, 5.3 and 5.4 show how our results compare to previous

measurements and to the Particle Data Group 2002 �t. The PDG 2002 estimate is a

maximum likelihood �t to determine 23 parameters, from a set of 79 measurements.

The parameters include  0, �0 and �1 branching ratios and total widths. This is

done to avoid correlations that arise when an experiment uses previously reported

measurements to extract a branching ratio; as it is the case with our results, for ex-

ample, which depend on B( 0 ! J= X) measured elsewhere. Further details about

the PDG treatment of  0 and �c branching ratios can be found in ref. [27][71][50].
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Figure 5.1: E835 measurements of B( 0 ! e+e�) compared to the results of pre-
vious experiments. The gray band indicates the 1� region around the �t value
from the PDG2002. References: MRK1(75) [37], E760(97) [35], E835(00) [29],
BABAR(01) [18].
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Figure 5.2: E835 measurements of B( 0 ! J= �+��) compared to the results of
previous experiments. The gray band indicates the 1� region around the �t value
from the PDG2002. References: MRK1(75) [23], E760(97) [35], BES(02) [26].



116

Figure 5.3: E835 measurements of B( 0 ! J= �0�0) compared to the results of E760
and the previous run of E835. The gray band indicates the 1� region around the �t
value from the PDG2002. References: E760(97) [35], E835(00) [29].
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Figure 5.4: E835 measurements of B( 0 ! J= �) compared to the results of previous
experiments. The gray band indicates the 1� region around the �t value from the
PDG2002. References: MRK1 [39], CNTR [38], DASP [31], CBAL [30], E760 [35],
E835I [29].
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Channel E835 2000

B( 0 ! e+e�)� 10�3 6.3�0.1�0.4
B( 0 ! J= �+��)� 10�2 30.3�0.5�1.8
B( 0 ! J= �0�0)� 10�2 17.1�0.5�1.1
B( 0 ! J= �)� 10�2 2.7�0.2�0.3

Channel E835 96-97 E760 PDG 2002

B( 0 ! e+e�)� 10�3 7.4�0.2�0.7 8.3�0.5 �0.7 7.3�0.4
B( 0 ! J= �+��)� 10�2 not published 28.3�2.1�2.0 30.5�1.6
B( 0 ! J= �0�0)� 10�2 18.7�0.9�1.3 18.4�1.9�1.3 18.2�1.2
B( 0 ! J= �)� 10�2 4.1�0.3�0.5 3.2�1.0�0.2 3.13�0.21

Table 5.3: Results of this analysis, compared to E835 '97, E760 and PDG02 �t.

5.2 The �( 0) parameter

Table 4.11 shows the maximum likelihood best �t stack by stack; averaging over

all stacks gives:

�( 0) = 0:71� 0:23 (5.14)

The best �t function is shown in �g 5.5, superimposed on the cos(��) distribution.

Using the result 5.14 in eq. 2.44, we �nd:

����GE

GM

���� = 0:81� 0:37 (5.15)

The only previous measurement of �( 0) was made by E760, unlike �(J= ), which was

measured by several other experiments with the process e+e� ! J= ! pp. There

is only a slight improvement on the E760 result �( 0) = 0:69 � 0:26. Our mesure-

ment agrees with all the theoretical predictions for �( 0) presented in section 2.1.5,

except for Brodsky and Lepage [4], where �( 0) = 1 is predicted with a perturbative

approach.
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Figure 5.5: Distribution of the number of events corrected for detection eÆciency as
a function of cos(��); the best �t function is superimposed on the data points. The
error bars are statistical.
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5.3 Conclusion

We have measured the branching ratios B( 0 ! e+e�), B( 0 ! J= �+��),

B( 0 ! J= �0�0) and B( 0 ! J= �), obtaining:

B( 0 ! e+e�) = (6:3� 0:1� 0:4)� 10�3

B( 0 ! J= �+��) = (30:3� 0:5� 1:8)� 10�2

B( 0 ! J= �0�0) = (17:1� 0:5� 1:1)� 10�2

B( 0 ! J= �) = (2:7� 0:2� 0:3)� 10�2

Our measurements are in general agreement with previous measurements and in par-

ticular with the PDG02 �t values. An exception is the  0 ! e+e� channel, which

shows a deviation larger than 2� from the PDG02 estimate.

We measured the angular distribution parameter �( 0) for the  0 formed in pp

annihilations and we obtained:

�( 0) = 0:71� 0:23

This result con�rms the measurement of the same parameter previously made by

E760.



Appendix A

The electron weight index

A.1 Introduction

The electron weight ew is a test variable used to identify e� from charmonium

decays. The background to cc ! e+e�X comes from coalescing e+e� pairs from

photon conversions and �0 Dalitz decays, and from charged hadrons. The probabilities

of a �0 Dalitz decay and a  conversion before the innermost hodoscope H1 are

about 1.2% and 1.5% respectively [67]; such events are produced primarily from the

relatively abundant processes pp! �0�0 ! 4 and pp! �0 ! 3. The background

e+e� pairs generate a larger signal in the hodoscopes and in the �Cerenkov counter,

with respect to a single e� track from cc; the CCAL shower pro�le is wider, for

coalescing e+e�. A �nal state with two hadrons can simulate a e+e� event if a

�Cerenkov signal is present and a CCAL shower is produced. The process pp !
�+�� is the largest source of such events. Since the CCAL shower shapes, the pulse

heights in the hodoscopes and the pulse heights in the �Cerenkov counter di�er between

background and e+e� from charmonium, it is possible to build a test variable for

background rejection using the appropriate quantities.
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A.2 The Neyman-Pearson test

Given a random variable ~x = (x1; x2; : : : ; xn) with probability distribution function

fn(~x; ~�) and a parameter space ~� = (�0; �1) with only two points, the signi�cance �

for a test of the null hypothesis H0 against an alternative hypothesis H1 is:

Z
w�
fn(~x; �0)d~x = � (A.1)

The power of the test is de�ned as:

Z
w�
fn(~x; �1)d~x = 1� � (A.2)

Once we choose �, the critical region w�
1 which maximizes the power of the test is

given by the observation points which satisfy:

�n(~x; �0; �1) � fn(~x; �1)

fn(~x; �0)
� �� (A.3)

where �� is chosen so as to satisfy eq. A.1. �(~x; �0; �1) is the ratio between the

likelihoods for the two hypotheses. The procedure for the choice between H0 and H1

is:

Choose

8>><
>>:
H1 : �n(~x; �0; �1) > ��

H0 : �n(~x; �0; �1) � ��

If fn(~x; �) is known, the optimal discrimination criterion is �n(~x; �0; �1) > 1.

If H0;1 are veri�ed conditionally with unknown probabilities PH0(�0) and PH1(�1) it is

still possible to discriminate between H0 and H1 using the modi�ed classi�er:

�0n(~x; �0; �1) �
gn(~x; �1)

gn(~x; �0)
(A.4)

where fn(~x; �0;1) = gn(~x; �0;1)PH0;1(�0;1). In this case one needs to choose empirically

a suitable minimum value for �0. In E835 H0 is the background hypothesis and H1

1The region of the observation space where H0 is rejected
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the electron signal hypothesis, therefore we change the notation as gn(~x; �0) � gb(~x)

and gn(~x; �1) � ge(~x).

A.3 Building the ew index

The measured quantities ~x used in the ew are:

� H1, H20 and H2 pulse heights2

� �Cerenkov pulse height3

� CCAL cluster 2nd moments along rings and wedges:

sr =

P3
r;w=1E(r; w) � (w � w0)

2P3
r;w=1E(r; w)

sw =

P3
r;w=1E(r; w) � (r � r0)

2P3
r;w=1E(r; w)

� S35 � E3�3=E5�5, where En�n is the energy deposited in a CCAL cluster formed

with n� n blocks around the maximum energy block.

� S24, same as above with 2� 2 and 4� 4 clusters.

� Cluster mass, de�ned as Mcl �
q
(
P2
i=1 5Ei)

2 � (
P2
i=1 5~pi)

2, where Ei is the

energy deposited in the ith CCAL block of a 5� 5 cluster, ~pi � Eir̂i and r̂i is a

unit vector pointing from the interaction vertex to the center of the ith block.

2The hodoscopes' response is calibrated to compensate for the dependence on the
polar angle �.

3Corrected for the dependence on � and on the photoelectron yield of di�erent
mirrors
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Assuming that all these variables are uncorrelated, ge;b are de�ned as the product of

the normalized measured distributions of each variable, for signal and for background

tracks. The ew is de�ned as:

ew =
NvY
i=1

gie(xi)

gib(xi)
(A.5)

The probability distribution functions g(xi) are determined from data analysis; a

clean sample of  and �2 is selected to determine gie(xi), while for g
i
b(xi) we use data

taken in the CM energy region 3590� 3660 MeV.

A.4 Use of the ew in E835

The events on which we want to operate the background rejection with the ew

have a e+e� pair in the �nal state. We usually cut on the product of the ew indexes

of the electron and positron. The cut value is determined case by case looking at the

background vs signal distribution; the cut is chosen so as to maximize the signal-to-

background ratio. Fig. A.1 shows the logarithm of the product of electron weights

for background and e+e� from charmonium decay events. The background events are

from 50.5 pb�1 of integrated luminosity in the CM energy region 3523 � 3529 MeV.

The signal is a clean sample of  0 ! e+e� selected without ew cuts. The eÆciency

of the ew cut gets lower at higher cut values; in the range of cut values used in E835

analysis the eÆciency is above 90%. Plots of the pdfs, cut eÆciency, rejection curves

and additional information about the ew can be found in ref. [70].
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Figure A.1: Logarithm of the product of electron weigths, for signal e+e� and for
background.



Appendix B

The GEANT Monte Carlo

This appendix contains a comparison between the GEANT Monte Carlo and the

data for some variable distributions of interest for this analysis.

The GEANT [12] package simulates the passage of elementary particles through

the matter; it is widely used in high energy physics. The detector medium is de�ned

through its geometry and the material �lling the various parts of the detector struc-

ture. The interactions of the particle with matter are taken into account according to

the geometry, the material and the physical characteristics (such as magnetic �elds,

for example) of the detector region they are passing through. The trajectories of the

particle are recorded, as well as the response of the active material to the interaction

with the particle.

The plots included in this appendix show events after �nal selection. The dis-

tributions are presented as data variable histograms (solid line) with superimposed

Monte Carlo histograms (dashed line). Fig. B.1 shows the invariant mass of the e+e�

from  0 and from J= . TheMe+e� shows a shift towards lower values with respect to

the expected psip and J= masses. This e�ect is not completely understood yet, but

it does not a�ect in any dangerous way this analysis. This shift is most likely due to

the fact that in E835 the CCAL calibration is optimized for neutral �nal states, and
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charged �nal states are not used in the calibration procedure. Fig. B.2 shows the sum

of the energies of the e+e�; the data distributions show a little shift towards lower

energies with respect to the Monte Carlo. A slight shift between data and MC can

be appreciated also in the cluster mass distributions, in �g. B.3. The top two plots in

�g. B.4 show the �0 and � mass from J= �0�0 and J= � events; the two lower plots

compare the photon energies. Figg. B.5, B.6, B.7 and B.8 show the �2 probability

distributions for the kinematical �ts. A test statistic often used to perform compati-

bility checks of a parameter among independent estimates from di�erent experiments

is the pull. Details about this test variable can be found in [80]. We de�ne it as:

Pull(x) =
x� �q
j �2x � �2� j

(B.1)

where x is a measured variable, � the �tted value, �x is the error on x, and �� the error

on �. The statistic B.1 is normally distributed (by assumption), with variance 1 (by

construction). Figg.B.9, B.10, B.11, B.12 and B.13 show the pulls for the quantities

used in the kinematical �ts, i.e. energies, polar and azimuthal angles.
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Figure B.1: Invariant mass of the e+e� for each decay channel, after �nal selection.
The dashed histogram contains MC events; data events are in the solid histogram.
The number of events in the MC histogram is normalized to the number of data
events.
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Figure B.2: Sum of the CCAL measured energies of the e+e� for each decay channel,
after �nal selection. The dashed histogram contains MC events; data events are in
the solid histogram. The number of events in the MC histogram is normalized to the
number of data events.
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Figure B.3: Cluster mass of the e+e� for each decay channel, after �nal selection. The
dashed histogram contains MC events; data events are in the solid histogram. The
number of events in the MC histogram is normalized to the number of data events.
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Figure B.4: The top two plots show the mass of the �0 from  0 ! J= �0�0 and the
mass of the � from  0 ! J= � events after �nal selection. The two bottom plots
show the energies of the gammas from the �0s and �s in the top plots. The dashed
histogram contains MC events; data events are in the solid histogram. The number
of events in the MC histogram is normalized to the number of data events.
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Figure B.5: Probability of the �2 for the kinematical �t to the channel  0 ! e+e�.
The bottom plot shows an enlargement of the lower Prob(�2) region from the top plot.
The dashed histogram contains MC events; data events are in the solid histogram.
The number of events in the MC histogram is normalized to the number of data
events.
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Figure B.6: Probability of the �2 for the kinematical �t to the channel  0 ! J= �+��.
The bottom plot shows an enlargement of the lower Prob(�2) region from the top plot.
The dashed histogram contains MC events; data events are in the solid histogram.
The number of events in the MC histogram is normalized to the number of data
events.
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Figure B.7: Probability of the �2 for the kinematical �t to the channel  0 ! J= �0�0.
The bottom plot shows an enlargement of the lower Prob(�2) region from the top plot.
The dashed histogram contains MC events; data events are in the solid histogram.
The number of events in the MC histogram is normalized to the number of data
events.
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Figure B.8: Probability of the �2 for the kinematical �t to the channel  0 ! J= �.
The bottom plot shows an enlargement of the lower Prob(�2) region from the top plot.
The dashed histogram contains MC events; data events are in the solid histogram.
The number of events in the MC histogram is normalized to the number of data
events.
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Figure B.9: Pulls for the energy of the e+e� in each of the channels. The gaussian
�t to the data distribution is included in each plot. The dashed histogram contains
MC events; data events are in the solid histogram. The number of events in the MC
histogram is normalized to the number of data events.
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Figure B.10: Pulls for the � angle of the e+e� in each of the channels. The gaussian
�t to the data distribution is included in each plot. The dashed histogram contains
MC events; data events are in the solid histogram. The number of events in the MC
histogram is normalized to the number of data events.
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Figure B.11: Pulls for the � angle of the e+e� in each of the channels. The gaussian
�t to the data distribution is included in each plot. The dashed histogram contains
MC events; data events are in the solid histogram. The number of events in the MC
histogram is normalized to the number of data events.
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Figure B.12: Pulls for the energy and � angle of the s in the channels  0 ! J= �0�0

and  0 ! J= �. The gaussian �t to the data distribution is included in each plot.
The dashed histogram contains MC events; data events are in the solid histogram.
The number of events in the MC histogram is normalized to the number of data
events.



140

Figure B.13: The top plots show the pulls for the � angle of the s in the channels
 0 ! J= �0�0 and  0 ! J= �; the bottom two show the pulls for the � and � angles
in  0 ! J= �+��. The gaussian �t to the data distribution is included in each plot.
The dashed histogram contains MC events; data events are in the solid histogram.
The number of events in the MC histogram is normalized to the number of data
events.



Appendix C

Event reconstruction in CCAL

C.1 CCAL clustering

The energy released by a particle in the CCAL is measured from the signals gen-

erated in a group (cluster) of lead-glass counters. The e:m: shower generated when an

e� or a  hits the CCAL is usually contained within a box of 3x3 counters, centered

on the block with the highest energy deposit. The clusterizer is the algorithm that

builds clusters generated by a single particle. The �rst step is to �nd the blocks with

the local maxima, or seed blocks; these are the counters with energy deposit higher

than the 8 nearest neighboring blocks. At this stage the seeds are considered the

cluster centers. The distance between the cluster centers is calculated, and depend-

ing on how close two seeds are, they are sent to di�erent routines to form a cluster,

depending on the energy deposition con�guration; these routines implement the iso-

lated shower, the energy sharing and the cluster splitting algorithms. The isolated

shower routine is used to measure the energy and the position in � and � of a particle

using a 3x3 box around the seed, provided there is no overlap with another cluster,

i.e. there are no blocks in common. Sometimes two clusters do overlap, usually in the

case of symmetric �0 decays. In this case the energy contained in the blocks common
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to the two clusters must be shared; this operation is carried out by the energy sharing

routine. In some cases it happens that the photons from a symmetric �0 decay hit

two neighboring blocks, and the energy of the two gammas is merged into a single

cluster. For such events, the e.m. shower extends beyond the 3x3 box; this feature

can be used to tag these events and send them to the cluster splitting routine.

Isolated showers

The position of a cluster is calculated in two steps. First the track position is

expressed as the energy weighted average in units of number of blocks with respect

to the seed block, in a 3x3 grid around the center block:

x =

P9
i=1EixiP9
i=1Ei

; y =

P9
i=1EiyiP9
i=1Ei

(C.1)

where Ei is the energy deposited in the ith block and xi; yi = (�1; 0; 1). The second
step involves correcting the cluster centroid coordinates (x; y) using a parametrization

of the transverse shower pro�le:

x0 = Nx

h
Awaw(1� e�x=aw) +Bwbw(1� e�x=bw)

i
(C.2)

y0 = Ny

h
Arar(1� e�y=ar) +Brbr(1� e�y=br)

i
(C.3)

Nx = 0:5
h
Awaw(1� e�0:5=aw ) +Bwbw(1� e�0:5=bw)

i
(C.4)

Ny = 0:5
h
Arar(1� e�0:5=ar) +Brbr(1� e�0:5=br)

i
(C.5)

where x0 and y0 are the distances in block units in the wedge and ring directions

respectively, from the center of the seed block. The constants Aw;r; Bw;r; aw;r; bw;r

are measured with J= ! e+e� events. The energy of an isolated cluster is the

sum of the energy deposited in the seed block and the 8 nearest neighboring blocks.

The CCAL counters are separated by septa of passive material (steel partitions); this

causes some energy to be lost, so that it is necessary to apply a correction depending
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Ar 724.4 ar 0.03208
Aw 706.5 aw 0.03969
Br 123.6 br 0.1860
Bw 102.6 bw 0.1715
Cl 0.0614 Xl 7.367
Ch 0.0857 Xh 19.690
D1 0.14736 Y1 48.908
D2 0.15935 Y2 12.761

Table C.1: Constants used in calculating the position and energy of CCAL showers.

on the distance of the incident track from the edge of the block. The corrected energy

is given by:

Ecorr =
Emeas

(1� Ch(l)e
�jx00j=Xh(l))(1�D1e�jy

00j=Y1 �D2e�jy
00j=Y2)

(C.6)

where (x00; y00) is the position of the track measured from the edge of the block, in

block units. Ch(l)
1 and D1;2 are empirically determined parameters (see table C.1).

Cluster energy sharing

When two clusters share one or more blocks, the energy in the shared blocks must

be assigned to each cluster according to an appropriate weight, determined iteratively.

The sum of the weights for a given block has to be equal to 1. The iteration evaluates

the weights each time new positions and energies are calculated with new weights; the

iteration is terminated when stable values of position and energy of the two clusters

are reached2. The iteration proceeds as follows:

1The index h is chosen when the particle hits the upper half of the block (higher
�); l is chosen in the lower half (lower �).

2Convergence is de�ned as �E < 30 MeV and ��(�) < 30 mrad; in most cases
convergence is reached after 2 to 4 iterations.
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� the cluster energy is calculated with C.6 and the position is determined with:

xj =

P9
i=1 f

i
jEixiP9

i=1 f
i
jEi

; yj =

P9
i=1 f

i
jEiyiP9

i=1 f
i
jEi

(C.7)

where f ij is the weight assigned to the ith block of cluster j. The initial weights

are set to 1.

� the energy and position from the initial estimate are used to evaluate the weights

with:

f ij =
Eje

�(jÆxij j+jÆyij j)=0:17

E1e�(jÆxi1j+jÆyi1j)=0:17 + E2e�(jÆxi2j+jÆyi2j)=0:17
(C.8)

where j = 1; 2 is the cluster index, i is the block index in the 5x5 box, Æxij(yij)

is the distance of the center of the ith block from the jth cluster center block,

and Ej is the energy of the j
th cluster. The energy of the cluster centers is never

shared. With the new weights the process goes back to the �rst step, where

position and energy are recalculated and the steps repeated until convergence

is reached.

The decay length in C.8 is due to the negative exponential form of the shower pro�le;

the value of 0.17 is empirically estimated with a sample of J= ! e+e� events.

Cluster splitting

The photons coming from a symmetric �0 !  decay can hit two diagonally

neighboring blocks. In this case one of the two seed blocks will not be recognized as

such by the main clusterizing algorithm, and the two e:m: showers will be merged into

one cluster. However, the energy deposition for such events is such that the cluster

mass3 is greater than 120 MeV; therefore all the events with cluster mass higher than

3The cluster mass is de�ned in A.3.
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120 MeV are split into two clusters. The splitting algorithm identi�es as the �rst

cluster center the block with the largest energy deposit; the second cluster center is

the block with the largest energy deposit among the four diagonal nearest neighbors.

After determining the centers of the two clusters the procedure follows the same steps

as in the energy sharing routine, with the following distinctions: a 5x5 box is used

instead of a 3x3, to improve energy and position resolution, and the the center blocks

are not double counted.

There are three energy thresholds used by the clusterizing algorithms; they can

be changed by the user depending on the type of analysis being performed. These

thresholds are the seed threshold, the cluster threshold and the split cluster threshold.

The seed threshold is the minimum energy required for a block to be considered a

local maximum; typically this threshold is chosen between 5 � 25 MeV. The sum of

the energies of a seed block and the 8 neighboring blocks must exceed the cluster

threshold; the range for this threshold is usually 20 � 50 MeV. The split cluster

threshold is the value of the cluster mass above which a cluster is split into two. The

thresholds used in this analysis are: seed 25 MeV, cluster 25 MeV and split cluster

120 MeV.

C.2 CCAL calibration

We describe the details and the procedures of this calibration method in ref. [62],

so we will present here just the general idea behind the in situ CCAL calibration

procedure.

The method uses the abundant pp! �0�0 events recorded along with charmonium

decays; the high statistics available with �0�0 events allows independent calibration

of each stack. The calibration procedure consists of �nding a set of gain constants
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that take into account counter-to-counter variations in the energy response and gain

drift over time.The gain constant of a CCAL channel is the conversion factor from

ADC counts to energy.

The energy of each �0 in the reaction pp ! �0�0 can be calculated from its

direction and two-body kinematics. For selected �0�0 events in the data, the predicted

value of the �0's energy and the measured ADC counts are used to construct a �2,

which is minimized to �nd the best values for the gain constants.

All the counters belonging to the clusters of both decay photons are summed to

obtain the measured �0 energy, Mj

Mj =
nX
i=1

giAij (C.9)

where n is the number of blocks associated with the jth �0 and Aij is the ADC counts

recorded for the ith block in the jth �0.

The �2 is de�ned as follows:

�2 �
NX
j=1

(Mj � Ej)
2

�2j
(C.10)

where Ej is the predicted energy of the �0, calculated from the � of the �0, �j is the

estimated r:m:s: uncertainty in the predicted energy Ej and N is the number of �0s.

The set of gk that minimizes �
2 can be obtained from the 1280 equations:

gk =

PN
j=1

�
Akj
�2j

� h
Ej �Pn

i=1;i6=k Aijgi
i

PN
j=1

A2
kj

�2
j

: (C.11)

The error on the gain constants is given by:

�2(gk) = (V�1)kk =
X
j

A2
kj

�2j
(C.12)

and the correlation between gain constants is:

(V�1)km =
X
j

AkjAmj
�2j

: (C.13)
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